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Abstract A robust optimisation formulates the uncertainties of a physical system
into the objective functions and/or its constraints, and uncertainties are conse-
quently quantified at the same time as minimising the objectives, which therefore
provides a robust solution to the corresponding physical system. In this paper,
we present a general mathematical framework for data-driven robust optimisation
problems: first, the Gaussian Process Regression (GPR) method is used to create
a surrogate model, which allows us to analyse and quantify uncontrollable un-
certainties such as noise from the training dataset or finite/limited discrete data
points; then, the Polynomial Chaos Expansion (PCE) method is used to propa-
gate controllable uncertainties, such as a manufacturing tolerance, from the input
to the output and create a probabilistic model; finally, three robust optimisation
problems are formulated and solved with a detailed analysis of the results. The
proposed optimisation framework is implemented in open-source Python libraries
and assessed by validated dataset from a Polymerase Chain Reaction (PCR) ther-
mal flow system with consideration of uncertainties from manufacturing process.
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1 Introduction

Robust design approaches have been developed to make the product and manufac-
turing process robust and insensitive to external noise or tolerance [42,40,24,63].
Since the pioneering work by [53], robust design approaches have been developed
to include different statistical methods [55,60] and robust optimisations [3,7,6],
and applied to solve a variety of engineering problems [9,49,57]. In this article,
we investigate a two-objective robust optimisation approach, through Gaussian
Process Regression (GPR) as a surrogate model and Polynomial Chaos Expansion
(PCE) as a tool of uncertainty propagation, which can be directly extended to
multi-objective cases as well.

Robust optimisation is based on well-developed mathematical optimisation
techniques. We consider a robust optimisation based upon the information of mean
and standard deviation of data-driven surrogate models fix) (i = 1, 2, . . . ,m),
which can be formulated, with consideration of general inequality constraints, as
follows:

minimize
x∈Rd

m∑
i=1

[
aiµfi(x) + biσfi(x)

]
,

subject to gj
(
x, σfi(x)

)
n ≤ 0,

i = 1, . . . ,m, j = 1, . . . , n,

(1)

where x is a d-dimensional design variable and fi(x) are the objectives with
ai, bi ≥ 0 being the weights. In the above formulation (1), robustness of the ob-
jective is considered as a weighting combination of µfi and σfi , and robustness of
the constraints is considered in function gj . Objective fi(x) usually represents a
physical system, which will be approximated by a data-driven surrogate model in
this article, through the use of a combination of the GPR and PCE methods.

Gaussian process regression is a principled, practical and probabilistic machine
learning approach [59], which can learn the mean and standard deviation from data
at the same time, and thus convenient to be applied to robust optimisations [27,
33]. Compared with other machine learning methods [38], GPR can estimate all
the hyperparameters by maximising the so-called marginal likelihood using the
training dataset [59], and consequently provides the user a non-parametric model.
The mean of the GPR may be directly used for prediction if the user has a noise-
free training data. In this paper, we use the standard deviation predicted by the
GPR method to analyse the noise from our training dataset and compare it with
an input manufacturing error. The error from surrogate model is measured at the
output of the GPR model, while the error from manufacturing process is measured
at the input. Therefore, we propagate the manufacturing error to the output using
the PCE method, quantify these two types of errors in the same physical domain,
and then formulate a new surrogate model with consideration of these two types
of uncertainties.

Polynomial chaos expansion is a rigorous approach for representing a random
variable (such as an output variable) in terms of a polynomial function of other
random variables (such as input variables), which was first introduced by [58] and
widely applied in engineering community [19,20,12,54]. Its generalization to dif-
ferent polynomial families and proof of existence and convergence was introduced
in [61,14]. The PCE method can be used to propagate input uncertainties to the
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output variables of interest, which can be analysed and assessed correspondingly
[62,15]. The PCE method has a strong mathematical basis and represents a collec-
tion of polynomial approximations, which was particularly designed for uncertainty
quantification [16]. There are intrusive and non-intrusive PCE methods [39,29,52]:
the former is a complete non-sampling-based method to determine the uncertainty
propagation by modification of the control equations, Ordinary/Partial Differen-
tial Equations (ODE/PDE), as a stochastic ODE/PDE considering a probabilistic
assumption of the input parameters; while the latter computes the uncertainties
without knowing the analytical expression of the control equations, which however
is a less-sampling-based method compared to the Monte Carlo method [15,52]. We
shall adopt the non-intrusive PCE method to propagate and analyse uncertainties
in this paper.

Many publications in the domain of robust optimisations are based on linear
or quadratic programming, or convex optimisations [4,5,7]. For engineering appli-
cations, most robust optimisations focus on a straightforward use of Monte Carlo
method to create input data points and a surrogate model to evaluate the out-
puts [43,63,50,34] assuming that the data are reliable or noise-free; or use of the
PCE method with black-box simulation models to create probabilistic surrogates
and optimising objectives [2,18,26]. Both the GPR and PCE methods have been
adopted in a recent paper [56] for a probabilistic surrogate model and uncertainty
propagation respectively. A combined study of surrogate model, error quantifica-
tion and robust optimisation is limited. Most of existing methods usually provide
a black-box flow chart of the overall algorithm [26,56], without study of the in-
termediate result where errors may be introduced. There is a lack of a general
framework which enables us to distinguish and analyse different types of uncer-
tainties, for example, uncontrollable noise from the training dataset, noise due to
limited/finite discrete data points, or controllable errors from the inputs. We shall
consider these types of uncertainties in this paper and consequently formulate
rigorous optimisation problems.

There are specific questions we try to answer in this article: (i) when using a
surrogate model to predict outcomes, are there any uncertainties from the surro-
gate itself and how to quantify these? (ii) when propagating errors from the input
to the output variables, has the prediction (mean or standard deviation) converged
in terms of, such as sampling points when using Monte Carlo method or the poly-
nomial order when using PCE method? (iii) after quantification of different sources
of uncertainties, how to formulate the robust optimisation problems?

In order to address the above questions, we shall use the GPR method to cre-
ate a surrogate model with consideration of uncertainties and the PCE method
to quantify the error propagation. Both the GPR and PCE methods rely on a
training dataset (including inputs and outputs), and the model parameters have
to be trained/optimised before applying these methods to predict output values
on any new input data. A subtle difference between these two methods is that the
PCE model requires its input data satisfies a specified probabilistic distribution,
while the GPR model does not (although it requires the error satisfies Gaussian
distribution when training the model). The GPR method is designed to predict a
mean as well as quantify uncontrolled uncertainties such as noise from the train-
ing dataset, while the PCE method is convenient to quantify uncertainty (both
controlled and uncontrolled) propagation from input variables to output variables
so that one can analyse and optimise corresponding variables of interest. To the
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best of our knowledge, the combination of these two methods has not been fully
studied. A PC-Kriging method is introduced in [48] to achieve more accuracy than
two distinct techniques GPR and PCE; another surrogate modelling technique is
developed based on GPR but using the least-angle-regression selection algorithm
of PCE method in [31]; [32] combines the GPR and PCE methods and formulates
a multi-fidelity design optimisation algorithm, and they focus on the study of the
use of low-fidelity simulation data to obtain more information about the design
space. Our study is focused on creating a rigorous robust optimisation framework,
which allows us to optimise multi-objective functions while considering different
types of uncertainties.

Geometry of the serpentine channels of PCR devices is very important and a
number of studies have attempted to improve the PCR performance based upon
different objectives. For example, spiral microchannels are used in [23,37] to re-
duce the reaction time, while radial [46] and straight channels [11,17] have also
been explored to achieve the same goal. It is demonstrated in [13] that the wall
temperature is more uniform by adopting a diverging fluidic channel, which was
a first step to improve the overall temperature uniformity within the PCR zones.
In addition, an electro-kinetic flow is used to create a plug-like velocity profile in
[21], which reduces sample dispersion and increases flow-rate control within PCR
channels and further improves the flow uniformity. Other objectives and control
variables have also been explored, for example, minimising the heating power by
optimising the thermal properties which are biologically compatible with the PCR
liquid has been studied in [36]. In our previous study [22], we performed the Com-
putational Fluid Dynamics (CFD) analysis for a PCR device, and focused on
single objective and deterministic optimisation. This paper applies a novel robust
optimisation approach to the geometrical design and pattern arrangement of the
serpentine channel of a PCR device, with the aim of minimising competing objec-
tives: pressure drop and temperature uniformity.

The original contributions of this paper are summarised as follows: (1) we
propose a general two-objective robust optimisation framework based on a combi-
nation of Gaussion process regression and polynomial chaos expansion, by asking
rigorous mathematical questions in every step, to the best of our knowledge, which
have not been addressed in the engineering community. For example, how to eval-
uate the error of the surrogate model when two groups of sampling points provide
different outputs? whether the order of the PCE polynomials is appropriate (too
low or too high)? (2) we analyse and quantify different types of uncertainties,
such as uncontrollable noise from the training dataset, noise due to limited/finite
discrete data points, or controllable errors from the inputs; (3) three new robust
optimisation problems are formulated and solved using open-source libraries GPy,
ChaosPy and SciPy; (4) the proposed approach is applied to robust design opti-
misation of a polymerase chain reaction flow system, which provides engineers a
reliable guidance for manufacturing the PCR device.

The paper is organised as follows. Section 2 introduces the GPR and PCE
methods generally, which are implemented in Section 3 to produce surrogate mod-
els with uncertainty. Three robust optimisation problems are introduced and solved
in Section 4, with conclusions drawn in section 5. To avoid diverging from the main
context of this paper, we provide the source of the training dataset in Appendix
6.1, and Python code to test the PCE method in Appendix 6.3, to predict on uni-



Robust optimisation 5

form grids in Appendix 6.4 and to optimise the objective functions in Appendix
6.5.

2 Gaussian process regression and polynomial chaos expansions

In this section, we briefly review and introduce the main tools used through this
paper: Gaussian process regression and polynomial chaos expansion.

2.1 Gaussian process regression

Without losing generality, let us consider a dataset with two input and two output
variables: (x1, x2, y1, y2)j (j = 1, 2, . . . , n) denote the n data points with input
x = (x1, x2) and corresponding output (y1, y2). The GPR can learn the relation
fi(·) between x and yi (i = 1, 2) from these n training data points, i.e. it computes

a surrogate model fi(x) ∼ N
(
µgpr
fi

, (σgpr
fi

)2
)
with the superscript “gpr” denoting

the mean or standard deviation from the GPR model:

µgpr
fi(x)

= kT (K+ αI)−1
yi, (2)

and

σgpr
fi(x)

= k(x,x)− kT (K+ αI)−1
k. (3)

In the above, yi = (yi1, yi2, . . . , yin)
T (i = 1, 2) is a column vector from the ob-

servations of the ith component of the output variables, and α is a specified noise
in this observation yi. k = k (xp,xq) = σ2

fexp
(
− 1

2l2 |xp − xq|2
)
is the squared-

exponential covariance function, with σf and l being hyperparameters, which can
be determined by cross validation [59,35] or maximising the marginal likelihood
[59], I is the identify matrix, and

k = [k(x,x1), k(x,x2), . . . , k(x,xn)]
T
, (4)

K =

k(x1,x1) k(x1,x2) . . .
...

. . .

k(xn,x1) k(xn,xn)

 . (5)

The standard deviation in (3) of the GPR model can be interpreted as uncer-
tainties from two different sources: one is the noise α of the training data point
(y1, y2), and the other one is the discrete error of the training dataset itself, due
to the finite/limited data points. It is reasonable to assume that data points from
CFD simulations are clean and noise free [45,51], so that we will be able to specify
a very small α when training our GPR model in Section 3.1. However, we do not
take this for granted and we also test the convergence of µgpr

fi(x)
and σgpr

fi(x)
in terms

of this noise parameter α, and choose the converged α for other analyses. For the
second type of uncertainty, we shall analyse and quantify this uncontrollable noise
in Section 3.2 and distinguish it from the manufacturing errors.
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2.2 Polynomial chaos expansions

Real manufacturing processes create inevitably a certain level of error in the input
geometrical parameters. Our approach is to assume a reasonable control error in
the input parameters and use the PCE method to propagate this error to the
output variables. These resultant probabilistic surrogate models are then used to
solve optimisation problems in Section (4).

Considering an error ex around an input point x = (x1, x2), we need to know
the corresponding error ey in the outputs yi = fi(x) (i = 1, 2). A fast analysis of
this problem is to use the Taylor expansion to express yi around x if the derivative
of fi is available. Alternatively, a convenient approach might be to create random
points (based upon a distribution assumption such as ex ∼ N (0, σ2

n)) around the
input x, and calculate the corresponding statistics around the output yi = fi(x).
The former is an efficient approach, but unfortunately one cannot easily access the
derivative of fi for many engineering problems. The latter is the so-called Monte
Carlo method which can be very slow – millions of data points can be needed
in order to achieve a converged result (see Appendix 6.3 for two tests using this
method).

The PCE method is much more efficient than the Monte Carlo approach (see
6.3), and only needs a few data points around x in order to calculate the error
at the output. We assume x1 and x2 are independent random variables, and the
PCE method approximates the output yi (i = 1, 2) as a linear combination of
orthogonal polynomial basis φk(x) = φk1

(x1)φk2
(x2),

yi ≈
m∑

k=0

βi
kφk(x). (6)

Both xi and yi (i = 1, 2) are regarded as random variables. We assume our input
variables satisfy Gaussian distribution, which requires Hermite PCE basis func-
tions. Other distributions require different basis functions [1,15].

There are intrusive and non-intrusive PCE methods to compute the PCE co-
efficients βi

k (k = 0, . . . ,m). The former requires modification of the governing
equations of the system under study, while the latter are sampling-based meth-
ods requiring solutions of the governing equations for specific values of the ran-
dom variables considered [52]. Non-intrusive methods provide data-driven models
based on experimental or simulation data. Here, we use a non-intrusive method,
for which there are pseudo-spectral projection and linear regression methods to
compute the coefficients based on design variable sampling. Both of these methods
are implemented in ChaosPy [15], which is used in this paper.

3 Surrogate model

In this section, we demonstrate the process of creating a probabilistic surrogate
model step by step, with quantification of different sources of uncertainties. Con-
sidering simulation data from a PCR thermal flow system (Appendix 6.1): one
simulation provides one data point: (x1, x2, y1, y2) = (Wc, Hc,∆p, Tdev), with Wc

and Hc being the channel width and height of the PCR device respectively, and
∆p and Tdev being the pressure drop and temperature standard deviation of the
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PCR thermal flow system respectively. We generate simulation data at n = 100
input points (Wc, Hc) ∈ [0.015, 0.5]× [0.05, 0.15], including 20 evenly spaced points
at boundaries and 80 random, uniformly distributed points inside the domain as
shown in Figure 1. These generate the corresponding output variables (∆p, Tdev)
which are found to lie within [50.87, 1437]× [12.87, 16.29]. We deliberately use data
at the boundaries to improve the accuracy of extrapolation outside of the domain,
which is required when applying the PCE method, as will be discussed in Section
3.2.

For presentational convenience, all the data points (x1, x2, y1, y2)j (j = 1, 2, . . . , n)
are normalised to the range [0, 1] by

xi − xmin
i

xmax
i − xmin

i

,
yi − ymin

i

ymax
i − ymin

i

, i = 1, 2 (7)

before feeding the training data to the GPR or PCE codes. The results can be
easily transformed from the normalised space to the physical space using (7),
and the corresponding scales in the physical domain are given when necessary
in the following sections. We also generate a test dataset of Ntest = 100 × 100

Fig. 1: Training data points: 20 evenly spaced points on boundaries and 80 random, uniformly
distributed points inside the domain.

evenly spaced points in the domain Ω = [−0.1, 1.1] × [−0.1, 1.1] in order to test
the surrogate model. The domain is extended by 0.1 around the boundary of the
original domain Ω0 = [0, 1]× [0, 1], so that we can extrapolate values to accurately
compute the error propagation at the boundaries.

3.1 GPR model

As discussed in Section 2.1, parameter α is a specified noise in the GPR model; it
is also a regularisation parameter to inverse the matrix K as indicated in formula
(2) and (3). Although it is reasonable to specify a small noise parameter α for
data from the CFD simulations [45,51], the question is how small should α be and
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whether too small α would lead to a singular matrix K + αI. A proper method
to address this question is to test convergence of the outputs (mean and standard
deviation here) in terms of the parameter α. Here, we investigate the effect of
varying α from 10−12 to 10−8 on the accuracy and stability of the GPR algorithm
by comparing the predicted mean and standard deviation. We plot the predicted
norm of the mean and standard deviation as a function α in Figure 2, from which
it can be seen that the mean is effectively constant, and there is no instability
issue when using such small values of α. Therefore, we will use a converged value
α = 10−11 in the following sections. The mean and standard deviation response
surfaces are plotted in Figure 3, noting from (3) that the standard deviation only
depends on the input data, so we have σgpr

f1
= σgpr

f2
.

Fig. 2: Mean and standard deviation for f1 and f2 as a function α, where

∥ · ∥ = 1
Ntest

√∑Ntest
k=1 (·)2.
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Fig. 3: The mean of f1(x) and f2(x), and standard deviation plotted on
Ω = [−0.1, 1.1] × [−0.1, 1.1] and Ω0 = [0, 1] × [0, 1].

3.2 Probabilistic surrogate model

As a starting point, we assume a manufacturing error ex = 0.05 in the input
training dataset [43,47], so that we have 95% confidence that an input data point
xi (i = 1, 2) lies in [xi−ex, xi+ex]. Under the assumption of ex ∼ N (0, σ2

n), we have
σn = ex/2 = 0.025. We then use the PCE method to propagate this error to the
outputs and create a probabilistic surrogate model, based upon the GPR surrogate
model for calculating function values around point x = (x1, x2) (see Appendix 6.3
for a comparison of this PCE method to the Monte Carlo method widely used in
literature). However, before doing this we ask two questions as follows: (i) what
is the appropriate order for the polynomial basis used in the PCE method? (ii)
How to quantify and distinguish the uncertainties from the surrogate model and
the manufacturing error?

3.2.1 Convergence of the PCE method:

in order to compute the PCE coefficients at a point x ∈ Ω0, we need several
quadrature points x̃ around x (pseudo-spectral projection method [15]). The input
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of these quadrature points are determined by x and the order of the polynomial
basis of the PCE method, and the outputs are computed by our GPR surrogate
model. However, instead of using µgpr

fi(x̃)
to directly compute the ouptut values, we

should consider the uncertainty σgpr
fi(x̃)

as well; we can not neglect σgpr
fi(x̃)

by directly

comparing its magnitude with the manufacturing error σn = ex/2, because σn is
from the input space while σgpr

fi(x̃)
is in the output space.

We test the PCE method at several different points inside the domain Ω0

as well as on its boundaries. In order to test the influence of σgpr
fi

on the error

propagation, we add Gaussian noise, generated by N
(
0,
(
σgpr
fi(x̃)

)2
)
, to µgpr

fi(x̃)
for

every point x̃ to compute the PCE coefficients as discussed in Section 2.2 – the
Python implementation is given in Appendix 6.3.

We test our code based on several cases of random noise at different random
points, and we report in Figure 4 the error at three particular points of interest for
six cases of random noise, from which it can be seen that a 3rd order polynomial
basis would be sufficiently accurate to approximate the error propagation. Notice
that in Figure 4 the superscript “pce” denotes the mean or standard deviation
computed using the PCE method, corresponding to the superscript “gpr” (used
through this paper) for the GPR model. In order to compute the coefficients of
this 3rd order polynomial (using the pseudo-spectral projection method [15]), we
need to evaluate µgpr

fi
at points 0.05836 away from the boundary of Ω0, which

can be achieved by the extrapolation of our GPR model. Also notice that higher
order PCE polynomial basis is needed to evaluate µgpr

fi
at points further away

from the boundary. For example, a 6th order polynomial chaos expansion at point
(1, 1) needs to compute µgpr

fi
at point (1.09376, 1.09376) which has large variation

as shown in Figure 3. This introduces extrapolation errors as well, which can
be observed from Figure 4 (a) and (d) using a 7th and 6th order of polynomials
respectively. We also present the corresponding standard deviation of the GPR
model in the captions in Figure 4, from which we can see this standard deviation
of the GPR model is negligible compared with the standard deviation induced by
the manufacturing errors. This observation is further validated in Figure 5 where
the ratio of the standard deviation of the GPR model to the standard deviation
of the PCE model (where the random noise is considered as described above) is
less than 0.1 for f1 and 0.001 for f2.

3.2.2 Noise propagation and response surface with confidence region:

we can now use the 3rd order polynomial and the GPR model to propagate the
input errors to the outputs and create a probabilistic surrogate model, which
incorporates the uncertainty from manufacturing process. The response surfaces
with a 95% (two standard deviation) confidence region are plotted in Figure 6,
from which it can be seen that the input error is amplified where the response
surface is steep. This is consistent with analysis using Taylor expansions. We also
notice that the second design variable x2 has less influence on objective f1 as
shown in Figure 6: f1(x1, x2) is almost constant for the same x2, and the two
design variables have almost equal influences on objective f2: f2(x1, x2) is visually
symmetric along x1 = x2. We plot in Figure 7 the projection of this mean surface
of f1(x1, x2) to x1 = 0 with a confidence interval for increased clarity.
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(a) σgpr
f1

(0.5, 0.5) = 4.9814 × 10−5. (b) σgpr
f1

(1, 0) = 9.9812 × 10−5.

(c) σgpr
f2

(0.5, 0.5) = 4.9814 × 10−5. (d) σgpr
f2

(1, 1) = 9.9805 × 10−5.

Fig. 4: Error propagation using the PCE method at different points for six cases of random noise
in each figures.

4 Robust optimisation

The probabilistic surrogate model is now used to solve the following three robust
optimisation problems. The optimisation problems considered in this section all
involve non-linear objective functions and constraints, and we shall use the trust
region algorithm provided in the Python library SciPy to solve these challenging
optimisation problems. We find that the convergence of the algorithm highly relies
on how stringent the constraints are: the more stringent the constraints are, the
more difficult the algorithm converges. However, we would not focus on the study
of the performance of the optimisation algorithm in the paper. Instead, we focus
on the use of open optimisation libraries and we publish a typical implementation
of one of the following optimisation problems in Appendix 6.5.

Problem 1: Given the probabilistic models f1(x) and f2(x),

minimize
x∈Ω0

µω(x) =: ωµpce
f1(x)

+ (1− ω)µpce
f2(x)

,

subject to σpce
f1(x)

< σ1, σpce
f2(x)

< σ2.
(8)
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Fig. 5: The ratio of the standard deviation of the GPR model to the standard deviation of the
PCE model.

Fig. 6: Response surfaces with 95% confidence region using the PCE method to propagate an
error of 5% (of the maximum: 1 in the normalised space, and 0.5 for Wc and 0.15 for Hc in the

physical space) from the input to the output.

Fig. 7: Response surfaces projected to x1 = 0 with 95% confidence interval.
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with ω ∈ [0, 1].
We first study the Pareto curve which is defined by

p(ω) =
(
µpce
f1(x∗(ω))

, µpce
f2(x∗(ω))

)
with x∗(ω) = argmin

x∈Ω0

µω(x). (9)

The Pareto curve is a function of parameter ω, which gives a set of points
(
µpce
f1(x∗(ω))

, µpce
f2(x∗(ω))

)
or curve on a two dimensional plane. In Figure 8 (a), the Pareto curve are plotted
for four different constrained cases and one unconstrained case. First, we observe
that the Pareto curve is pushed away from the origin as the constraints equally
become more stringent, noting also this has a greater influence on the second ob-
jective µpce

f2
. Consequently, the corresponding optimal design space is pushed away

form the boundaries of the original design space Ω0 as shown in Figure 8(b). Sec-
ondly, the marked points in Figure 8 indicate a compromise minimisation between
the two objectives µpce

f1
and µpce

f2
, where both objectives achieve a minimum of

around 0.2 (328.096Pa for pressure drop and 13.554◦C for the temperature de-
viation in the physical space) with corresponding ω = 0.45 in (8). The optimal
design point (0, 0.4484) as shown in Figure 8(b) has a 95% confidence interval
(0.166, 0.237) = 0.2015 ± 0.071 for f1 and (0.158, 0.247) = 0.2025 ± 0.089 for f2
as indicated by the marked points in Figure 7. Thirdly, if we want to shrink the
confidence intervals so that our prediction is more robust, such as with a 95%
confidence interval of ±0.04 (standard deviation of 0.02) for both objectives, we
can move from point (0.1991, 0.2019) on the blue curve in Figure 8(a) to the green
curve with the same µpce

f1
. In this case, we are more confident that we would be

able to achieve that objective, which is now around 0.2 for µpce
f1

(unchanged) and

0.3 for µpce
f2

. We briefly conclude as follows: the more we can reduce µpce
f1

(µpce
f2

),

the less we would reduce µpce
f2

(µpce
f1

) – moving from one end to other on each

curve in Figure 8 (a); the more confident we are in the reduction of µpce
f1

(moving
from the blue curve across the green one, and towards the purple curve at a fixed
µpce
f1

in Figure 8(a)), the less confident we are in the reduction in µpce
f2

. We can
achieve this by keeping the second design variable constant and increasing only
the first design variable as shown in 8 (b). The reason we can do this is because
the response surface for f1 is almost constant for a fixed x2 as shown in Figure 6.

We test another case of constraints in Figure 9, where the upper bound of σpce
f1

varies while the upper bound of σpce
f2

stays the same. It can be seen from Figure
9 that the first parameter x1 of the optimal designs is almost unchanged while
the second one x2 varies rapidly as the upper bound of σ1 varies. This is different
in the first test case shown in Figure 8 where the main variation of the optimal
designs lies in the first parameter x1.

Problem 2: Given the probabilistic models f1(x) and f2(x),

minimize
x∈Ω0

fw(x) =: µpce
f2(x)

+ 2σpce
f2(x)

,

subject to µpce
f1(x)

+ 2σpce
f1(x)

< f̄1.
(10)

The objective function fw(x) in Problem 2 defines the “worst case” for f2
with 95% confidence, and a minimisation of fw(x) given a safe (95% confidence)
upper bound f̄1 for f1. We plot, in Figure 10, f∗w = min

x∈Ω0

fω(x1, x2) and (x∗1, x
∗
2) =
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(a) Pareto curve for the first test case of Problem
1.

(b) Opimal design space for the first test case of
Problem 1.

Fig. 8: Pareto curve p(ω) and the corresponding designs for different cases of constraints.

(c) Pareto curve for the second test case of
Problem 1.

(d) Opimal design space for the second test case
of Problem 1.

Fig. 9: Pareto curve p(ω) and the corresponding designs for different cases of constraints.

argmin
x∈Ω0

fω(x1, x2) as functions of f̄1, i.e.: f∗w
(
f̄1
)
, x∗1

(
f̄1
)
and x∗2

(
f̄1
)
. It can be

seen from Figure 10 that minimising fw is always accompanied with an increasing
upper bound f̄1. The meaning of the marked points (which correspond to the same
points in the design space) shown in Figure 10 is: we can reduce fw to f∗w = 0.2418
by choosing x1 = x∗1 = 0 and x2 = x∗2 = 0.4354, at the same time we also have
95% confidence that f1 < 0.2424.
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Problem 3: Given the probabilistic models f1(x) and f2(x),

minimize
x∈Ω0

fw(x) =: µpce
f1(x)

+ 2σpce
f1(x)

,

subject to µpce
f2(x)

+ 2σpce
f2(x)

< f̄2.
(11)

Fig. 10: Solution of Problem 2 as a function of upper bound f̄1.

Fig. 11: Solution of Problem 3 as a function of upper bound f̄2.

Similar to Problem 2, Problem 3 can be interpreted as minimising the “worst
case” of f1 given a stringent (95% guaranteed) constraint for f2. It can be seen
from Figure 11 that we can reduce f1, with 95% confidence, to f∗w = 0.2414 by
choosing x1 = x∗1 = 0 and x2 = x∗2 = 0.4367, at the same time we also have 95%
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confidence that f2 < 0.2424. This is consistent with the result obtained by solving
Problem 2.

5 Conclusion

In this paper, we present a robust optimisation framework which can be applied
to general data-driven two-objective optimisation problems. We provide a rigorous
and detailed analysis of uncertainties from both the input and output variables
based upon Gaussian Process Regression (GPR) and Polynomial Chaos Expansion
(PCE), and quantify the uncertainties of surrogate model by analysing statistics of
different types of noise from the dataset. Our surrogate model is not deterministic
due to white noise and limited training dataset, and it provides us a quantified
error. Therefore, we quantitatively distinguished and compared this error with the
manufacturing error when propagating it from the input to output. Before evalu-
ating the error at the output, we also tested the convergence of error in terms of
number of sampling points and polynomial order, and ensured the output error
was not varying. Based upon these rigorous evaluation, we formulated and solved
rigorous optimisation problems based upon our surrogate model, which provides
us a way to optimise the objectives with control of input errors. We assess the pro-
posed methodology using validated data from CFD simulation of a thermal fluid
process on a micro Polymerase Chain Reaction (PCR) device, and conclude that
the approach is efficient, robust, general and easy to implement using open-source
libraries: GPy [25] to implement the GPR method, ChaosPy [15] to implement the
PCE method and SciPy [8] to solve the optimisation problems. Our optimisation
results provide engineers a reliable guidance for manufacturing the PCR device.
Although the method is presented based upon a two-objective optimisation prob-
lem and data from CFD simulations of a PCR device, it is straightforward to
be extended to multi-objective case using laboratory data, which is our ongoing
research.

6 Appendix

6.1 Validated data from CFD analysis

The thermal flow model is based on a prototypical PCR flow analysed in our
recent paper [22], which has been validated both numerically and experimentally.
We briefly describe the model in this appendix.

PCR systems are typically based on a serpentine fluidic channel arrangement,
see Figure 12, in order to create a thermal cycling procedure which amplifies
DNA segments, allowing detection and identification of gene sequences. Within
each straight channel component there are three thermal stages of denaturation
( 95oC), annealing ( 56oC) and extension ( 72oC). The geometrical parameters
include Wc, Hc, Ww, Hb and L, which are the channel width, height, the spacing
between the channels, the bottom height and total length respectively.

A complex heat transfer model coupled with incompressible Navier-Stokes
equations is adopted to describe this thermal flow system, and the governing equa-
tions are solved using COMSOL Multiphysics 5.4, see [22] for more details. Nu-
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Fig. 12: A schematic diagram of the whole (left) and a section (right) of the serpentine
microfluidic channel.

merical validations include first, mesh convergence on a series of structured finite
element grids, and then comparison with both experimental [41] and published
numerical results [10]: Figure 13 shows a good agreement between the experimen-
tal and our numerical results, and Figure 14 shows that the numerical predictions
of the temperature profile along the three temperature zones are in very good
agreement with the published results.

Fig. 13: Surface temperature variation along
flow direction in a diverging microchannel.

Fig. 14: Average temperature profile along the
centreline.

6.2 The GPR-assisted optimisation

In this section, we test the GPR-assisted optimisation algorithm and compare
it with a two-dimensional and a three-dimensional analytical benchmarks: the
Rosenbrock function [44] and the Ishigami function [28], which have been widely
used to validate surrogate model and optimisation algorithms in the literature [48,
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30]. The Rosenbrock function is a polynomial function with a two-dimensional
input space:

frosen = 100
(
x2 − x21

)2

+ (1− x1)
2
, (12)

with x1, x2 ∈ [−2, 2]. The Ishigami function is a smooth function with three input
parameters:

fishigami = sin(x1) + 7sin2(x2) + 0.1x43sin(x1), (13)

with x1, x2, x3 ∈ [−π, π]. Visualizations of these two functions are shown in Fig-
ure 15 and 16, from which it can be seen that they are highly non-linear and
present different types of numerical challenges: the Rosenbrock function is slightly
unsymmetrical (see Figure 15 (b)) and its minimum sits at point (1, 1) with
frosen(1, 1) = 0, which is numerically sensitive to a surrogate model; the Ishigami
function is symmetric with respect to x1-x2 plane and x1-x3 plane, which has
six minimal points (see Figure 16 (b)), (−π/2, π, π), (−π/2,−π, π), (−π/2, 0, π),
(−π/2, π,−π), (−π/2,−π,−π), (−π/2, 0,−π), with all their function values being
fishigami = −10.7409091. It is understandable that a numerical minimal point de-
pends on the initial guess of the numerical algorithm. We shall demonstrate that
our surrogate model and surrogate-assisted optimisation algorithm can compute
the minimums to a sufficient accuracy.

(a) 3D plot of the Rosenbrock function. (b) Contour plot of the Rosenbrock function.

Fig. 15: Visualization of the Rosenbrock function.

For these two test functions, although a uniform sampling method would be
better due to the prior knowledge of the smooth functions (we actually tested
the case of using uniform training dataset, which produced as accurate results as
the analytical functions. We do not present the results here due to limited space,
but please refer the our GitHub repository for the implementations and more
results: https://github.com/yongxingwang/), we purposely use random sampling
data strategies: 10 random points in one dimension, which gives us 100 random
training points for the two-dimensional Rosenbrock function and 1000 random
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(a) 3D heat map of the Ishigami function. (b) Contour plot of the Ishigami function.

Fig. 16: Viusalization of the Ishigami function.

training points for the three-dimensional Ishigami function as shown in Figure 17.

(a) Training dataset for the Rosenbrock
function.

(b) Training dataset for the Ishigami function.

Fig. 17: Random traning dataset for the Rosenbrock function and the Ishigami function.

The GPR prediction for the Rosenbrock function is shown in Figure 18 in
the normalized space. By comparing with the analytical function, the L2-error (in
the normalized space) is very small: 6.758355 × 10−3. A comparison between the
analytical and GPR prediction of the Ishigami function is shown in Figure 19, from
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which we can not see a difference by naked eyes – the L2-error in the normalized
space is 9.297995× 10−3.

(a) Mean. (b) Standard deviation

Fig. 18: GPR prediction of the Rosenbrock function.

(a) Heat map of the Ishigami function. (b) Heat map of the mean of GPR prediction of
the Ishigami function

Fig. 19: Comparison between the analytical and GPR prediction of the Ishigami function.

We finally compare the optimisation results between the analytical function
and the surrogate-assisted one. We implemented the optimisation algorithms for
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both the GPR surrogate and the analytical function. Although the gradient is avail-
able for this analytical function, we do not use the gradient information in order to
make a fair comparison. We use the non-gradient based Nelder-Mead algorithm and
set the same convergence criterion in scipy.optimize package. Using the analytical
function expression, the Nelder-Mead algorithm can accurately find the minimums
for both the two test cases: (0.999527, 0.999502) with frosen (0.999527, 0.999502) =
2.24154 × 10−11 for the Rosenbrock function after 49 iterations starting from
initial guess (0, 0);

(
−1.5707964,−1.34840126× 10−9,−3.14159265

)
with fishigami(

−1.5707964,−1.34840126× 10−9,−3.14159265
)
= −10.7409091 × 10−11 after 15

iterations starting form initial guess (0, 0). It is possible to find other minimums
for the Ishigami function if starting from different initial guesses, but it may be not
necessary to present all the results here. To compare with the surrogate-assisted
optimisation method, the corresponding minimum is (0.949747, 0.985490) with
frosen (0.949747, 0.985490) = −0.004411 for the Rosenbrock function after 66 itera-
tions; and the corresponding minimum

(
−1.570884,−6.786592× 10−5,−3.141593

)
with fishigami

(
−1.570884,−6.786592× 10−5,−3.141593

)
= −10.737585 × 10−11

after 45 iterations. All these results demonstrate the accuracy of the GPR sur-
rogate model and the GPR-assisted optimisation algorithm. We also point our
that the accuracy can be further improved if one uses a larger training dataset,
and please refer to our GitHub repository (https://github.com/yongxingwang/)
for more cases.

6.3 Python code for convergence test and validation of the PCE method

In this appendix, we present the Python code for testing the PCE method’s con-
vergence in terms of the order of the orthogonal polynomial basis. We also validate
the PCE by combination of two normal distributions, and compare its efficiency
against the Monte Carlo method.

1 import numpy as np
2 import chaospy as cp
3 import pandas as pd
4 import GPy
5 ###################
6 dim_in =2
7 dim_out =2
8 dim=dim_in+dim_out
9 ###################

10 pd.set_option(’precision ’,16)
11 data = pd.read_csv(’train.txt ’,header=None)
12
13 x = data.iloc[:, 0: dim_in ]. values
14 y = data.iloc[:, dim_in:dim]. values
15
16 rbf = GPy.kern.RBF(input_dim=dim_in ,
17 variance=1, lengthscale =1)
18 gp = GPy.models.GPRegression(x, y, rbf)
19
20 gp.optimize ()
21 gp = GPy.models.GPRegression(x, y,
22 rbf ,noise_var =1.e-10)
23
24 c0 = cp.Normal (0.5, 0.025)
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25 c1 = cp.Normal (0.6, 0.025)
26
27 distribution = cp.J(c0,c1)
28
29 def pce(poly_order ):
30 nodes ,weights
31 = cp.generate_quadrature(poly_order ,
32 distribution ,rule=" Gaussian ")
33
34 x=np.transpose(nodes)
35 y_pred , var = gp.predict(x)
36
37 f1=y_pred [:,0]
38 f2=y_pred [:,1]
39 ’’’
40 sd=np.sqrt(var)
41 f1=y_pred [:,0]
42 f2=y_pred [:,1]
43 for i in np.arange(np.size(f1)):
44 noise = np.random.normal(0, sd[i,0], 1)
45 f1[i] += noise
46 f2[i] += noise
47 ’’’
48 polynomials = cp.orth_ttr(order=poly_order ,
49 dist=distribution)
50
51 model_approx = cp.fit_quadrature(polynomials ,
52 nodes ,weights ,f1)
53 #model_approx = cp.fit_quadrature(polynomials ,
54 nodes ,weights ,f2)
55
56 mean = cp.E(model_approx , distribution)
57 deviation = cp.Std(model_approx , distribution)
58
59 print("mean , deviation=",mean ,deviation)
60
61 file=open(" pce_convergence.txt","a")
62 file.write ("%.16f %.16f\n" % (mean ,deviation ))
63 file.close()
64
65 for i in np.arange (6):
66 poly_order=i+1
67 pce(poly_order)

6.3.1 Linear combination of two normal distributions:

we first test the PCE code using aX1+ bX2 ∼ N (aµ1+ bµ2, (aσ1)
2+(bσ2)

2), given
X1 ∼ N (µ1, σ

2
1) and X2 ∼ N (µ2, σ

2
2). Since this is a linear relation, the PCE code

exactly computes the mean and standard deviation, using a first order basis. For
example, a = b = 1, µ1 = 0.5, µ2 = 0.7, σ1 = 3 and σ2 = 4, the PCE model gives
exact E(X1 +X2) = 1.2 and σ(X1 +X2) = 5 using a first order (or higher) basis,
or a = 1, b = 2, µ1 = 0.3, µ2 = 0.5, σ1 = 0.3 and σ2 = 0.2, the PCE model gives
exact E(X1 + 2X2) = 1.3 and σ(X1 + 2X2) = 0.5.

If we use the Monte Carlo method to compute the statistics of X1 + 2X2, a
random test gives: µ = 1.2993 and σ = 0.5013 using 105 samples, µ = 1.3007 and
σ = 0.4965 using 106 samples, and µ = 1.3282 and σ = 0.5002 using 107 samples.
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A convergence of this sampling is shown in Figure 20, from which we can see how
poorly the Monte Carlo method converges: one needs a very large number of the
sampling points in order to gain an accurate approximation.

Fig. 20: Convergence of the mean (top) and standard deviation (bottom) as a function of the
number of sampling points, using the Monte Carlo method.

6.3.2 An example of non-linear function:

we generate data using the following non-linear function:

Y = sin(X1)/cos(X2) +X2X2, (14)

with X1 ∼ N (µ1, σ
2
1) and X2 ∼ N (µ2, σ

2
2). For µ1 = 0.3, µ2 = 0.5, σ1 = 0.3 and

σ2 = 0.2, the convergence of the PCE method together with the convergence of
Monte Carlo method are shown in Figure 21, from which it can be seen that the
PCE is much cheaper.

Fig. 21: Convergence of the mean (top) and standard deviation (bottom) as a function of the
polynomial order of the PCE method. MC denotes Monte Carlo mehtod.
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One should notice that assuming a Gaussian input (or other distribution) is
the prerequisite for using the PCE method, while Monte Carlo method needs
no assumption of the input variables. This is one essential reason why the PCE
method is more efficient than the Monte Carlo method.

6.4 Python code for prediction on uniform grids using PCE method

1 import numpy as np
2 import chaospy as cp
3 import pandas as pd
4 import GPy
5 ###################
6 dim_in =2
7 dim_out =2
8 dim=dim_in+dim_out
9 ###################

10 pd.set_option(’precision ’,16)
11 data = pd.read_csv(’train.txt ’,header=None)
12
13 x = data.iloc[:, 0: dim_in ]. values
14 y = data.iloc[:, dim_in:dim]. values
15
16 rbf = GPy.kern.RBF(input_dim=dim_in , variance=1, lengthscale =1)
17 gp = GPy.models.GPRegression(x, y, rbf)
18
19 gp.optimize ()
20 gp = GPy.models.GPRegression(x, y, rbf ,noise_var =1.e-10)
21
22 poly_order =4
23 def pce(distribution ):
24 nodes ,weights = cp.generate_quadrature(poly_order ,
25 distribution ,rule=" Gaussian ")
26
27 y_pred , var = gp.predict(np.transpose(nodes))
28
29 f1=y_pred [:,0]
30 f2=y_pred [:,1]
31
32 polynomials = cp.orth_ttr(order=poly_order ,dist=distribution)
33
34 model_approx = cp.fit_quadrature(polynomials ,nodes ,weights ,f1)
35 #model_approx = cp.fit_quadrature(polynomials ,nodes ,weights ,f2)
36
37 mean = cp.E(model_approx , distribution)
38 deviation = cp.Std(model_approx , distribution)
39
40 print("mean , deviation=",mean ,deviation)
41
42 file=open(" pce_predict.txt","a")
43 file.write ("%.16f %.16f\n" % (mean ,deviation ))
44 file.close()
45
46 xset = np.linspace(0, 1, 100)
47 yset = np.linspace(0, 1, 100)
48 for xm in xset:
49 for ym in yset:
50 c0 = cp.Normal(xm , 0.025)
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51 c1 = cp.Normal(ym , 0.025)
52 distribution = cp.J(c0,c1)
53 pce(distribution)

6.5 Python code for optimisation based on the PCE model

In this section, we only provide the Python code for solving Problem 1, which is
also a template for Problems 2 and 3.

1 import numpy as np
2 import pandas as pd
3 import GPy
4 from scipy.optimize import minimize
5 ###################
6 dim_in =2
7 dim_out =4
8 dim=dim_in+dim_out
9 ###################

10 def gpr(x):
11 x=x.reshape(1,len(x))
12 yp = gp.predict(x)[0]
13 return yp[0 ,0]* omega+yp[0 ,1]*(1. - omega)
14 def gpr_mean(x):
15 x=x.reshape(1,len(x))
16 yp = gp.predict(x)[0]
17 return [yp[0,0],yp[0 ,1]]
18 def gpr_sigma(x):
19 x=x.reshape(1,len(x))
20 yp = gp.predict(x)[0]
21 return [yp[0,2],yp[0 ,3]]
22
23 pd.set_option(’precision ’,16)
24 data = pd.read_csv(’pce_predict.txt ’,header=None)
25
26 x_train = data.iloc[:, 0: dim_in ]. values
27 y_train = data.iloc[:, dim_in:dim]. values
28
29 rbf = GPy.kern.RBF(input_dim=dim_in , variance=1, lengthscale =1)
30 gp = GPy.models.GPRegression(x_train , y_train , rbf)
31
32 ’’’Run optimization ’’’
33 gp.optimize ()
34
35 ’’’Obtain optimized kernel parameters ’’’
36 noise=gp.Gaussian_noise.variance
37 print(" optimized noise: \n",noise [0])
38 l = gp.rbf.lengthscale.values
39 sigma_f = np.sqrt(gp.rbf.variance.values)
40 print(" optimized kernel parameters: \n",l,sigma_f)
41
42 rbf = GPy.kern.RBF(input_dim=dim_in , variance=sigma_f **2,
43 lengthscale=l)
44 ’’’Fix the noise variance to known value ’’’
45 gp.Gaussian_noise.variance = noise
46 gp.Gaussian_noise.variance.fix()
47 gp = GPy.models.GPRegression(x_train , y_train , rbf)
48
49 x0=[0.5 ,0.5]
50 bb=((0 ,1) ,(0 ,1))
51 sigma1 =0.08
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52 sigma2 =0.02
53
54 from scipy.optimize import NonlinearConstraint
55 nonlinear_constraint = NonlinearConstraint(gpr_sigma ,
56 [-np.inf ,-np.inf], [sigma1 ,sigma2 ])
57
58 OmegaSet = np.linspace(0, 1, 100)
59 f=open(" pareto.txt","w+")
60 for omega in OmegaSet:
61 #res=minimize(gpr , x0 , bounds=bb})
62 res = minimize(gpr , x0, method=’trust -constr ’,
63 constraints =[ nonlinear_constraint],
64 options={’xtol ’: 1e-12,’verbose ’: 1}, bounds=bb)
65 print(’minimum:’, omega , res.x, res.fun ,’\n’)
66 mean=gpr_mean(res.x)
67 f.write ("%.10f %.10f %.10f %.10f\n" %
68 (res.x[0],res.x[1],mean[0],mean [1]))
69
70 f.close()
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