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Abstract

In this article, we present simple and robust numerical methods for two-dimensional geometrical shape optimization
problems, in the context of viscous flows driven by the stationary Navier-Stokes equations at low Reynolds number. The
salient features of our algorithm are exposed with an educational purpose; in particular, the numerical resolution of the
nonlinear stationary Navier-Stokes system, the Hadamard boundary variation method for calculating the sensitivity of the
minimized function of the domain, and the mesh update strategy are carefully described. Several pedagogical examples
are discussed. The corresponding program is written in the FreeFem++ environment, and it is freely available. Its chief
features—and notably the implementation details of the main steps of our algorithm—are carefully presented, so that it can
easily be handled and elaborated upon to deal with different, or more complex physical situations.

Keywords Shape optimization - Shape sensitivity - Fluid mechanics - Educational article - Numerical algorithm

1 Introduction

The first industrial developments of shape optimization
in contexts involving fluid mechanics arose in the fields
of aeronautic and aerospatial engineering. These develop-
ments were motivated by the tremendous production and
running costs of aircraft: even small improvements on the
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performance of a design entail very large savings. Perhaps
the most famous issue in this field is the design optimiza-
tion of an airfoil, which dates back to at least 1964 (Carlson
and Middleton 1964); see also Hicks and Henne (1978),
Hicks et al. (1974), and Pironneau (1974) where optimal
profiles for minimum drag problems are calculated thanks
to shape sensitivity analyzes. We generally refer to Gun-
zburger (2003), Chap. 1 for a historical perspective about
the emergence of optimal design techniques in the context
of fluid mechanics. Since the aforementioned pioneering
works, applications of shape optimization in fluid mechan-
ics have raised a great interest in various areas such as
the automotive industry—see Choi et al. (1997) about the
numerical optimization of a cooling fan—or in compu-
tational biology: for instance, in Abraham et al. (2005),
Agoshkov et al. (2006), the design optimization of an
artery graft for preventing the formation of a stenosis is
investigated from a numerical point of view.

Let us briefly outline the main features of the most
popular shape optimization strategies in the literature,
without looking for exhaustivity. For more in-depth
discussions in the context of fluid mechanics, we refer to
Gunzburger (2003), Mohammadi and Pironneau (2010), or
to the review article (Mohammadi and Pironneau 2004).
Any shape optimization method relies on a parametrization
of shapes, that is, on the definition of a set of design
variables. Depending on the situation, these design variables
may be physical parameters of shapes (the length of some
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pipe, or thickness of a region), control points of a CAD
description, or the vertices of a meshed representation. In
all cases, the sensitivity (i.e. derivative) of the objective
and constraint functionals of the optimization problem
with respect to the design variables—which is a key
ingredient in most numerical optimization algorithms—
can be evaluated either by approximate methods (for
instance by finite differences featuring small perturbations
of the parameters), or analytically, by relying on adjoint
techniques from optimal control theory (Jameson 1988;
Lions 1971; Pironneau 2012). In this last class of methods,
which is by now quite popular, these sensitivities may
be calculated at the discrete level (i.e. the derivative
of the finite-dimensional functional resulting from the
discretization of the shape and the physical equations
is considered), which requires a perfect knowledge of
the discretization and numerical methods involved in the
resolution of the flow equations (but allows for the use
of automatic differentiation methods). The opposite view
consists in calculating first the derivative of the optimized
criterion at the continuous level, then in discretizing it when
it comes to the numerical implementation. This ‘continuous’
approach relies on advanced mathematical tools, but the
stages of the optimization process associated with the
calculation of the derivatives and the numerical resolution
of the mechanical problem are more independent.

In any event, a great numerical challenge faced by
all these methods is that of updating the design of the
shape from one iteration of the process to the next, while
avoiding that the numerical representation becomes invalid.
For instance, if the shape is consistently described by
means of a computational mesh, the latter is likely to
develop self-intersecting elements in the course of the
optimization process, causing it to abort prematurely; see
the discussion in Section 3.4. Recently, several strategies
have been devised to circumvent this difficulty, and more
generally to allow for more freedom in terms of the variety
of designs that can be represented, to the point that they
make it possible to account for changes in their topology.

In this direction, quite popular density-based methods
in structural mechanics—and notably the famous SIMP
method (see Bendsoe and Sigmund 2013 and references
therein)—have been introduced in the context of fluid
mechanics in Borrvall and Petersson (2003); see also Pingen
et al. (2007) and Aage et al. (2008), where a large-scale
example is discussed. These relaxation methods rely on
an extension of the set of admissible designs: ‘black-and-
white’ shapes €2 contained in a fixed computational domain
D, or equivalently their characteristic function y : D —
{0, 1}, taking values 1 inside €2, and O in the ‘void’ region
D \ Q, are replaced with density functions p : D —
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[0, 1], which may assume intermediate, ‘grayscale’ values
in (0, 1). The flow equations have then to be given an
appropriate meaning to account for the presence of ‘void’
and ‘grayscale’ regions. This is typically achieved by adding
a p-dependent damping term (or Brinkman’s law) to the
flow equations (Borrvall and Petersson 2003), a heuristic
inspired from the theory of porous media whereby the
void is filled with a fluid with very low permeability, thus
mimicking no slip boundary conditions at the interface
between the fluid and void domains (see Guest and Prévost
2006 and Evgrafov 2006, then Gersborg-Hansen et al. 2005
for a generalization to the case of Navier-Stokes flows).
Let us eventually mention the contribution (Kreissl et al.
2011b) where topology optimization problems are tackled
in the context of the unsteady Navier-Stokes equations, and
reveal the limitations of this penalization approach as far
as the accuracy of the resolution of the flow equations is
concerned.

Another class of shape and topology optimization
strategies relies on the level set method, pioneered in
Osher and Sethian (1988), then introduced in structural
optimization in Sethian and Wiegmann (2000), Allaire et al.
(2004), Wang et al. (2003). Such methods describe a shape
Q2 via the use of a scalar function ¢ defined on the whole
computational domain D: the negative subdomain of ¢
coincides with €2, while its positive subdomain accounts for
void (or, in practice, another fluid with low permeability,
according to the aforementioned ‘Brinkman’ penalization
approximation). In the two-dimensional work (Duan et al.
2008), the level set method is used to deal with Navier-
Stokes flows, in a variational framework which alleviates
the need for the redistancing stage inherent to many level
set based algorithms; this idea is continued in Zhou and Li
(2008) in the three-dimensional setting. See also Bruneau
et al. (2013) for another use of the Level Set method in
the context of Navier-Stokes flows. Recent contributions
have proposed alternative efficient level set methods where
the flow equations are solved by the Lattice Boltzmann
method (Pingen et al. 2007; Kreissl et al. 2011a) or
the Extended Finite Element method (Kreissl and Maute
2012), alleviating the need for the ‘Brinkman’ penalization
method. On a different note, in Challis and Guest (2009a),
the Level Set method is used to combine the information
supplied by shape and topological derivatives, in the context
of Stokes flows, in two and three space dimensions.

Eventually, let us also mention phase-field methods,
which share a lot of features with level set methods, except
for the fact that they bring into play shapes, or phases, with
‘thickened boundaries’ (Garcke et al. 2015).

Following the lead of Sigmund (2001) and Allaire and
Pantz (2006), which take place in the context of structural
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mechanics, this article is a pedagogical introduction
to several basic shape optimization techniques in fluid
mechanics. The discussion is didactic: we deliberately
keep technicalities to a minimum, and provide adequate
references when needed. We present a simple numerical
framework, yet robust enough to deal with physically
relevant situations, which is dedicated to solving shape
optimization problems in the context of fluid mechanics.
The proposed examples can be easily reproduced and
elaborated upon to deal with more advanced models.

In the setting of the stationary Navier-Stokes equations
at low Reynolds number, we optimize shapes in terms
e.g. of the dissipated viscous energy, under volume or
perimeter constraints. To this end, we rely on an augmented
Lagrangian algorithm based on the first order information
supplied by shape derivatives, in the sense of the Hadamard
boundary variation method. From the numerical point of
view, shapes are represented by a computational mesh, on
which the flow equations are solved owing to the Finite
Element method. The update of the shape between each
iteration of the optimization process is achieved by moving
the vertices of this mesh according to the calculated descent
direction.

The numerical developments proposed in this article rely
on the FreeFem++ (Hecht et al. 2005) software, a free
environment allowing to solve a wide variety of Partial
Differential Equations (PDE for short) using the Finite
Element method within a few command lines.

A particular attention has been paid to the development
of a user-friendly source code, which is available online at

https://github.com/flomnes/optiflow

with the hope that it serve as a useful basis for further
investigations.

The remainder of this article is organized as follows. In
Section 2, we introduce the model physical problem at stake,
as well as the shape optimization problem considered in this
context. In passing, we recall in an elementary way some
basic facts about shape derivatives. In Section 3, we describe
in more details the main ingredients of the proposed numer-
ical method: after a short motivating outline in Section 3.1,
we discuss the salient features of our shape optimization algo-
rithm in Sections 3.2, 3.3, 3.4, 3.5 and 3.6; a sketch of
this algorithm is then provided in Section 3.7. Section 4
is then a short guide of our practical implementation; it
is expected that, together with the thorough comments left
throughout our code, this will allow the user to define
and solve his own shape optimization test cases in a user-
friendly way. In Section 5, we introduce and comment five
test cases which are dealt with by our algorithm. Finally,
Section 6 concludes by evoking limitations of our approach

as well as perspectives for possible improvements and
extensions.

Readers primarily interested in the practical use of our
optimization algorithm may go directly to Sections 3.7 and 4
where it is precisely described, returning to Sections 2 and 3
when theoretical highlights are needed.

2 Shape optimization for flows governed
by the Navier-Stokes equations

In this section, we present the model physical situation and
the shape optimization problem at stake, together with the
necessary theoretical background. Notice that, while the
concrete applications discussed in this article arise in two
space dimensions (see Section 5), most of the presented
techniques are available in the general, d-dimensional
setting. For this reason, the discussion takes place in d
dimensions inasmuch as it is possible without giving up
simplicity and clarity.

2.1 The Navier-Stokes equations

In our applications, shapes are smooth bounded domains
Q c R? (d = 2, 3 in practice), occupied by a homogeneous
Newtonian fluid with kinematic viscosity v > 0. The
boundary 9€2 is made of three disjoint regions: 92 = I'j, U
[out U T, where

— Ty is the ‘inlet’, on which a known velocity profile u;,
is imposed;

—  Toyt 1s the ‘outlet’, which is free from of surface forces;

— T' is the ‘free’ boundary; no slip boundary conditions
are imposed on I', accounting for the fact that the fluid
particles are stuck on it;

see Fig. 1 for an illustration. In the applications ahead, I’
is the only region of 92 which is subject to optimization,
i.e. [ip and Ty are fixed. From the physical point of view,
2 may represent a mammal’s lung, a duct in a ventilation
system or a water radiator, etc.

The equilibrium behavior of the fluid inside € is
classically described in terms of its (vector) velocity field

Fin

Fig. 1 Illustration of the model setting introduced in Section 2
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u=(uy,..,ug):Q2— R4 and (scalar) pressure p : Q —
R, which solve the stationary incompressible Navier-Stokes
equations:

—vAu+ (u-V)u+Vp =0in €,

div(u) =0 in 2,
u = uj, on [y, ()
u=20 onT,
o, pn=0 on oyut.

In the above system, the stress tensor o (u, p) is defined by
1
o(u, p) = 2ve(u) — pl, where e(u) = E(VuT + Vu).

From the physical point of view, the first equation in
(1) is the law of balance of momentum between viscous
forces —vAu, acceleration forces (u - V)u and pressure
forces Vp. The second equation div(u) = 0 accounts
for the incompressibility of the fluid. Because of this
incompressibility feature, a simple calculation allows to
rewrite the law of balance of momentum under the
equivalent form:

—div(e (u, p)) + (u- V)u =0.

For further reference, let us recall that this nonlinear
system is often considered from the variational viewpoint,
in particular when it comes to its numerical resolution using
FreeFem++; the pair (u, p) satisfies:

For all (v, g) s.t. v=0on [y,

{ a(u,v) +c,u,v)+bv,p)=0

b(u,q) =0 @

where we have defined

a(u,v) = 2v/ e(u) : e(v) dx,
Q

b(u, p) = —/ p div(u) dx,
Q

clu,v,w) = / (u-V)v-wdx,
Q

and the notation A : B stands for the usual Frobenius
inner product of two d x d matrices A, B, that is A :
B = ZZ,‘:] A;jB;j. In the following, we also denote by
[|A||= (A : A)Y/? the associated Frobenius norm.

In the dimensionless version (1), (2) of the Navier-Stokes
equations, the Reynolds number Re is proportional to 1/v:
it is an indicator of the type of regime of the flow (Munson
et al. 2013). At low Reynolds number, viscous effects are
prevailing and the flow is laminar; in particular, its velocity
stays relatively low. On the contrary, at moderate to high
Reynolds number, convective forces become dominant and
the flow is turbulent. The theoretical and numerical study
of (1) is notoriously much harder in the latter situation, and
still leaves room for many open questions. In the present,
introductory work, we limit ourselves to the low Reynolds

@ Springer

number regime (namely, Re = 200 is used in the practical
examples of Section 5, although values up to 1000 have
provided satisfactory numerical results as well).

Remark 1 Let us say a few words about the functional
setting and well-posedness of the stationary Navier-Stokes
system (1). When the viscosity v is large enough, i.e.
the Reynolds number Re is low, (1) is well-posed. It
has a unique weak solution (u, p) € Hl(SZ)d X L%(Q),
where L}(Q) := {p e L*(Q), [, pdx =0}, in the sense
that the variational problem (2) is fulfilled; see Temam
(1977), Chapter II about these matters. In the following, we
systematically assume v to be large enough so that (1) is
well-posed.

2.2 Statement of the shape optimization problem

In the context of Section 2.1, the shape optimization
problem of interest reads

min J () s.t. G(R) = 0. A3)
Qeoad

Here, the objective criterion J (£2) may stand for

— The energy E(2) dissipated by the fluid owing to the
work of viscous forces, i.e.

E(Q) =/ o(u, p): e(u) dx:Zv/ le(u)|? dx,
Q Q
“4)

— A least-square discrepancy
1 2
D(Q) = = [u — uref|“ ds &)
2 1—‘oul

between the velocity u of the fluid, solution to (1),
and a given reference profile uef. Such criteria are
often involved in shape optimization-based methods
for the detection or the reconstruction of an obstacle
immersed in a fluid from the data of boundary
measurements (Badra et al. 2011; Litman et al. 1998).

As we have mentioned in Section 2.1, all the considered
domains enclose the inlet I'j, and the outlet 'y as (fixed)
subsets of their boundaries, so that the free boundary T is
the only region of 92 subject to optimization. Accordingly,
the set O, of admissible domains featured in (3) reads:

Oua = {2 C Rd, open, smooth and bounded, such that
[in U Toue C 0€2} (6)
Last but not least, as far as the constraint functional
G (L) is concerned, we shall restrict ourselves to equality

constraints on the volume Vol(2) = fQ dx or the perimeter
Per(Q2) = [, ds of shapes, namely:

G(R) = Vol(Q) — Vr, or G(Q) = Per(Q) — Pr
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for some given volume or perimeter target values Vr and
Pr.

Remark 2 The existence of global minimizers of problems
of the form (3) is a long-standing question in shape
optimization theory, not only in the context of fluid
mechanics, but already in simpler situations, bringing into
play the conductivity equation, or the linearized elasticity
system. Let us simply mention that, in order to guarantee the
existence of optimal shapes, two classical remedies consist
in either restricting the set of admissible shapes (for instance
by adding constraints on the perimeter, or the regularity of
shapes), or on the contrary in enlarging this set, so that it
includes ‘density functions’, and not only ‘black and white’
shapes. See for instance Bucur and Buttazzo (2002), Henrot
and Pierre (2005), Sokotowski and Zolésio (1992) about
these issues, or Henrot and Privat (2008), Henrot and Privat
(2010), Bergounioux and Privat (2013) in the context of
fluid mechanics.

Often, in numerical practice, one is rather interested
in searching for local minimizers of (3), which are close
to an initial guess inspired by physical intuition. These
are the ‘optimal’ shapes which are typically delivered by
local optimization methods, such as the steepest-descent
algorithms used in the present article.

2.3 Shape sensitivity analysis using Hadamard’s
boundary variation method

Most optimization algorithms—such as steepest-descent
methods—tely on the knowledge of the derivatives of the
objective and constraint functionals. As we have already
hinted at in the introduction, two different paradigms exist
in the context of PDE constrained optimization problems
of the form (3). In a nutshell, in ‘discretize-then-optimize’
approaches, the optimized domain is first discretized into
a set of design variables (for instance, the vertices of a
mesh); the PDE system (1) becomes finite-dimensional (it
is e.g. discretized using a Finite Element method), and its
coefficients depend on the design variables; accordingly,
the objective and constraint functionals J(2) and G(£2)
are functions of the design variables, and the derivatives of
these discrete functionals are calculated. On the contrary,
‘optimize-then-discretize’ approaches advocate to calculate
the derivatives of J(2) and G(2) at the continuous level,
the resulting theoretical formulae are then discretized by
relying on a discretization of the domain and of the PDE
system (1).

The approach described in this article belongs to
the second category, and therefore requires to compute
derivatives with respect to the domain. Several ways exist
to define a notion of shape derivative, and we rely on
Hadamard’s boundary variation method, a brief sketch of

which is now provided; see for instance to Henrot and Pierre
(2005), Chap. 5, or Allaire (2007), Murat and Simon (1976)
for in-depth expositions. See also Novotny and Sokotowski
(2012) for an overview of the rival notion of fopological
derivative, and Amstutz (2005) for the calculation of
topological derivatives in the context of fluid mechanics.

In the framework of Hadamard’s method, the sensitivity
of a function of the domain is assessed with respect to small
perturbations of its boundary: variations of a given shape 2
are considered in the form

Qo = (Id+0)(), (N

where 8 : RY — R is a ‘small’ vector field, and Id is
the identity mapping from R? into itself; see Fig. 2 for an
illustration.

Since admissible shapes 2 € O,y are smooth and only
I" is subject to optimization, it is natural that @ belong to the
set ®,4 of admissible perturbations defined by:

Oud = {0 ‘RY — R4 smooth, @ = 0on I';, U Fom} ;
so that variations (7) of admissible shapes stay admissible.

Definition 1 A function of the domain F(£2) is shape
differentiable at 2 € O, if the underlying mapping 6 —
F (), from ©,4 into R, is differentiable at § = 0 (in the
sense of Fréchet). The corresponding derivative is denoted
by 6 — F'(2)(0), and the following Taylor expansion
holds:

F(Q9) = F(Q) + F'(Q2)(0) + 0(6) ®)
where 0(0) — 0as 6 — 0.

When it comes to shape derivatives, the first result of
interest deals with the volume and perimeter functionals; see

Allaire (2007), Henrot and Pierre (2005) for a proof.

Theorem 1 Let Q2 be a smooth shape. Then,

Fig.2 Example of a variation €2y of a shape Q

@ Springer
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(i) The volume Vol(R2) is shape differentiable and its
derivative reads:

V0 € Ouq, Vol (Q)(0) = / 0 -nds.
r

(ii) The perimeter Per(Q2) is shape differentiable and its
derivative reads:

VO € Oy, Per'(Q)(0) = / k0 -nds,
r
where k : 92 — R is the mean curvature of 9S2.

Calculating shape derivatives of functions of the form (4)
or (5) is a little harder, since they bring into play the solution
of a partial differential equation posed on 2 (in the present
case, the Navier-Stokes system (1)). This can however be
managed by using quite classical adjoint techniques from
optimal control theory. Again, we refer to Allaire (2007)
for a comprehensive introduction to such techniques in the
context of shape optimization, and to Appendix A for a
sketch of proof.

Theorem 2 Let Q2 € O,y; then,

(i) The energy dissipation E(2) given by (4) is shape
differentiable and its derivative reads:

VO € Ouy, E'(Q)(0) = / (—2ve(u) : e(u)
r
+2ve(u) : e(v,)) 0 -nds,
©

where (Ve,q.) is an adjoint state, defined as the
solution of the linear PDE

—VAV, + (Vu)Tv, — (Vvo)u + Vg,

= —2vAu in S,
div(v,) =0 in 2,
ve =0 onT"UTy,
0 (Ve, ge)n + (W-m)V, = dve(w)n  on Uyyy.

(10)

(i1) The least-square functional D(R2) defined by (5) is
shape differentiable and its derivative reads:

V0 € Ouq, D'(Q)(6) =/2ve(u):e(vd)0~nds,
r

(11)
where the adjoint system for (vq, qq) reads
—VAVs + (Vo) vy — (Vvpu+ Vg, =0 in Q,
div(vy) =0 in 2,
vg=0 on " UTy,,
o(Va,ga)n+ (@-mvg =u—r  onloy.
(12)

@ Springer

Remark 3 1. Asis customary in shape optimization—and
in optimal control in general -, the adjoint systems (10)
and (12) are linear, while the original Navier-Stokes
system (1) is non linear.

2. From the mathematical point of view, the adjoint
systems (10) and (12) are well-posed in suitable
functional spaces when the parameter v is assumed to
be large enough (see e.g. Henrot and Privat 2010).

Like those of the functions Vol(£2), Per(£2), E(£2) and
D(£2) involved in Theorems 1 and 2, the shape derivative
of a fairly general class of shape functionals F(£2) has the
generic form:

F/(Q)(O) = /1:(]50 -nds =: (¢,0 . n)L2(r), (13)

where the scalar function ¢ : I' — R is the ‘shape gradient’
of F with respect to the L%(T) inner product. This statement
is referred to as the Structure theorem for shape derivatives;
see Henrot and Pierre (2005), §5.9. In particular, F'(£2)(0)
depends only on the values of the normal component § - n
on the free boundary I'; this reflects the intuitive fact that
tangential deformations of 2 leave the values of F(S2)
unchanged at first order.

For further reference, the structure (13) makes it easy
to infer descent directions for F'(£2). Indeed, if @ coincides
with —¢n on I, it readily follows from (8) that, for r > 0
small enough:

F(Q9) = F(Q) —tf 2 ds + o(t) < F(R). (14)
r

3 Numerical methods

In this section, we describe in more detail the numerical
methods involved in the resolution of the shape optimization
problem (3).

3.1 Description of the numerical setting and outline
of the algorithm

Each shape 2 is represented by means of a simplicial
mesh 7, composed of K (closed) simplices T, ..., Tx
(i.e. triangles in 2d, tetrahedra in 3d), and [ vertices
X1, ..., X;. The mesh 7 is computational in the sense of
Finite Elements, that is:

—  The T} form a cover of Q, i.e. © = Ule Tk,

— The Ty do not overlap, i.e. the intersection between the
interiors of Ty and T} is empty whenever k # k/,

— The mesh 7T is conforming; for instance, in two
dimensions, the intersection between any two triangles
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Ty and Ty, k # k', is either empty, or it is a vertex, or
an edge of 7.

See Fig. 3 for illustrations of these notions.

In the following, we shall often consider sequences of
shapes " and meshes 7", and we denote with a " super-
script all the entities (vertices X?, simplices Tk", numbers of
vertices I" and simplices K") of 7".

So as to emphasize the needed numerical methods in the
resolution of (3), we now give a deliberately hazy sketch of
the main stages; a practical version is given in Section 3.7.

— Initialization: The initial domain Q° is equipped with
amesh 70,
— Forn=0,..

. until convergence:

Fig.3 Examples of a a mesh with overlapping triangles (in gray); b a
mesh with non overlapping, yet non conforming triangles (in gray); ¢
a computational mesh

1. Compute the solution (u, p) of the Navier-Stokes
(1), and the adjoint state (v, ¢), solution of (10) or
(12) on ©", using the mesh 7.

2. Compute the shape derivatives of J(£2) and G(2)
(see Theorems 1 and 2) and infer a descent
direction 8" for the optimization problem (3).

3. Choose a sufficiently small time step t” and update
the shape Q" into the new shape Q"+ := (Id +
70™)(2"); a mesh 7" *! of Q"*! is obtained.

This program raises a number of issues:

— The numerical resolution of the systems (1), (10) and
(12) is by no means trivial; Section 3.2 below is devoted
to this issue.

— The calculation of a descent direction for J(£2) which
allows to satisfy the constraint G(£2) demands the
use of an adapted optimization algorithm, which is
described in Section 3.3.

— The deformation of the mesh 7" of Q" into a
computational mesh 7"*! of Q"+l is a difficult
task. We describe in Section 3.4 the stakes of
mesh deformation, and in Section 3.5 a strategy for
calculating a nice shape gradient which eases this

purpose.

3.2 Numerical resolution of the Navier-Stokes
equations

The numerical resolution of the Navier-Stokes system (1)
with the Finite Element method is faced with two relatively
independent difficulties. The first one is related to the
treatment of the nonlinear convective term (u - V)u; the
second one is quite common in the resolution of saddle-
point problems: it is about the choice of adequate Finite
Element spaces for the discretization of the velocity u and
pressure p. Notice that the adjoint systems (10) and (12) are
linear, so their resolution is not concerned by the first issue,
but it is by the second one. We only discuss the case of the
nonlinear Navier-Stokes system (1) in this section, which is
in all regards more difficult.

3.2.1 Dealing with the nonlinear convective term using
Newton’s method

We rely on a fairly standard Newton method for nonlinear
problems. Writing (1) in the abstract form

A(u, p) =0, (15)

Newton’s method achieves the solution as the limit of the
sequence (uk, p"), where each update (Suk, Spk) between
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the steps k and (k + 1) is calculated as the solution to the
linearized version of (15) around (uk, pk ):
digk iy AU, 8p%) = — A", pb), (16)

where dx pr)A is the linearization of the mapping
(u,p) — A, p) at (uk, pk). In the particular case of
interest for us, the iterative procedure (16) reads as follows:

1. Initialization: The pair (u®, p%) is the solution to the
Stokes counterpart of (1) (i.e. the version of (1) where
the non linear term is omitted):

—vAu’ +Vp? =0 inQ,

divw) =0  inQ,
w =y, on [y, 17
w =0 onT,
a(uo, po)n =0 onyy.

2. Fork =1, ..., (ukt!, pkt1y is obtained by
@ pkry = @, p*) + (suk, 5pF),

where (Suf, Spk) is the solution to the linear system
(viz. (16)),

VA(SUF) + (uF - V)(5uF) + ((5uF) - V)uk

+V(pF) =vAuk — Wk - Viuk —vpt  inQ,
div(suf) =0 in Q,
suk =0 on " UTY,,
o (8uk, spFm =0 on oy,

(18)

which is sometimes referred to as the Oseen system.
3. Ending criterion: The algorithm ends when

k< Estop, With

e 18U g+ IV U, g
= e — (19)
||ll ||L2(Q)d + ”vu ”LZ(Q)dxd

for a fixed, user-defined tolerance &op.

This ending criterion is inspired from (Girault and
Raviart 1986, Chapter 6), where the sequence (u¥, p¥) is
proved to converge quadratically to the solution of (1),
provided the initial pair (u°, p%) is ‘close’ enough to the
latter. In other terms, the error e* behaves as eft! ~ (ek)2.
In practice, only 3 or 4 iterations are required to fulfill (19)
with ggop = 10710,

Let us mention that many other methods are available for
the numerical resolution of (1), such as the Oseen iteration
method, the Least-Square gradient method, the Peaceman-
Racheford method (an increment of the Least-Square
gradient method), with different assets and drawbacks
which we do not discuss here; see Girault and Raviart
(1986).

On a different note, Newton-like algorithms are well-
known to experience difficulties as far as convergence is
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concerned, especially when the initial state is ‘far’ from the
sought solution; in our context of the numerical resolution
of the Navier-Stokes system (1), this is likely to happen
in the case of moderate-to-high Reynolds numbers, where
the solution (u’, p%) to the Stokes equation (17) is ‘too
far’ from that (u, p) to (1). In such a case, one may resort
to mixed strategies (e.g. starting with the Oseen iteration
method for some iterations, then branching with the Newton
method), or continuation methods (which advocate to
increase steadily the Reynolds number) to improve and
make the convergence process more robust. As we have
already mentioned, the model examples considered in this
article (see Section 5) arise in the regime of low Reynolds
number, and we did not run into the need for such elaborated
strategies.

Remark 4 In practice, we do not solve exactly (17), but the
slightly modified version

—vAu’ +Vp? =0in Q,
div®) +ep® =0 in Q,

u’ = uj, on Ty, (20)
w =0 onT,
o, pYn=0 on gy

where ¢ is a very small parameter (typically ¢ = 107°).
The reason is that only the gradient of p® is involved in
the system (17), which is not well-posed as a result: p° is
only defined up to a constant; see Remark 17. In contrast,
(20) is well-posed; the matrix associated to its resolution by
the Finite Element method is positive definite, which allows
to use efficient numerical linear algebra solvers; see e.g.
(Girault and Raviart 1986, Chapter 4) about this approach.
The same trick applies to (18).

3.2.2 Choice of the Finite Element discretization

When it comes to the numerical resolution of linear saddle
point problems of the form (17) or (18), one should pay
attention to the choice of the Finite Element spaces used for
the discretization of the unknown velocity u and pressure p.
In our case, (17) and (18) are solved with the Finite Element
method in mixed velocity-pressure formulation, using P>
Lagrange elements for the velocity u and P; Lagrange
elements for the pressure p. This choice as regards Finite
Element spaces is one among those ensuring that the so-
called Brezzi inequality holds, and thereby that the discrete
linear systems corresponding to (17) and (18) are invertible.
Details about numerical methods for the resolution of saddle
point problems can be found in Donea and Huerta (2003) or
Ern and Guermond (2013).
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3.3 The augmented Lagrangian algorithm
for equality-constrained problems

In order to drive the numerical resolution of (3), we rely on
the augmented Lagrangian method, a basic sketch of which
is provided; we refer to Nocedal and Wright (2006) §17.4
for detailed explanations.

The augmented Lagrangian algorithm transforms the con-
strained optimization problem (3) into the series of uncon-
strained problems (hereafter indexed by the superscript ”):

inf 2(Q,0",b"), 21
QeOuq
where
b
LR, L,b)=J(Q2) —LG(RQ) + EG(Q)Z 22)

In the definition of the augmented Lagrangian .Z, the
parameter b is a (positive) penalty factor for the violation
of the constraint G(2) = 0, and £ is an estimate of the
Lagrange multiplier associated with this constraint in (3).

The augmented Lagrangian algorithm intertwines the
search for the minimizer Q" of Q +— Z(Q,",b")
for fixed values of ¢" and 5", and the update of these
coefficients according to the rule:

n+l _ yn n n n+l _ ab™ ifb < btarget»
e =0-07G(Q7), and b = { b" otherwise;

(23)
in other terms, starting from a ‘small’ value b°, the penalty
b is increased by a user-defined factor & > 1 during the first
iterations of the optimization process, until the maximum,

Fig.4 Examples of a a mesh
getting very stretched (gray
elements); b a mesh developing
overlaps (red elements) in the
course of its deformation

‘large’ value byyger is reached: this smooth increase of b
urges the optimized domain to fulfill the constraint in an
increasingly stringent way in the course of the optimization
process; see Section 5 for the actual values used in our
implementation.

We again refer to Nocedal and Wright (2006) for an
insight about this procedure; let us simply mention that ¢"
is an increasingly accurate approximation of the Lagrange
multiplier for the constraint G(2) = 0 featured in (3).
Notice also that the penalty coefficient " is multiplied by a
user-defined constant « > 1 during the first iterations of the
algorithm, and that it is kept fixed afterwards. In particular,
the augmented Lagrangian strategy does not require b" to
tend to infinity so to enforce the constraint G(£2) = 0; this
guarantees a better conditioning of (21) with respect to the
naive quadratic penalty method (featuring only the first and
last terms in the definition of .Z in (21)).

In our context, where the computational burden of
minimizing Q +— Z(2, £, b) is significant, we rely on
the following practical implementation of these ideas which
limits the number of iterations of the optimization method.

— Initialization: Start from an initial shape Q° and
coefficients £9 and »0.
—  For n =0, ... until convergence

— choose a descent direction " for Q@
L, ", b,

— take t" small enough so that Z((Id +
0" (Q"), £, b") < L(Q", £", b"), and set
Q" = (1d 4 t"6™)(Q").

—>

ZaVAVAVAN
WA’A‘%

(b)

@ Springer



2770

C. Dapogny et al.

— update the coefficients ¢7 and " of the
augmented Lagrangian .Z according to (23).

3.4 Mesh-related issues

Assume for one moment that a descent direction 6" for (3)
and a descent step T have been found at the n'" iteration
of the procedure described in Section 3.1; we are faced with
the realization of the operation Q"  Q"*! = (Id +
0™ (™). If T" is the mesh of ", the natural way to carry
it out reads:

X! > X;-H_l =x; +"0"(x}), i =1,..,1", (24)

while the connectivities of the mesh are unchanged, i.e.
the considered mesh 7"*! of Q"*! is made of the same
simplices as 7", but their vertices are relocated according
to 0".

Unfortunately, this simple procedure is likely to give rise
to very stretched (i.e. almost flat) elements within a few
iterations. This is problematic since the accuracy of the
resolution of PDE with the Finite Element method greatly
depends on the guality of the elements in the mesh, i.e. on
their being close to equilateral (Ciarlet 2002). It may also
happen that the mesh becomes overlapping in the course
of the deformation; see Fig. 4 for an illustration of such
configurations.

Hence, the numerical resolution of (1) may become very
inaccurate (not to say impossible) as the computational
mesh is successively deformed, causing the whole opti-
mization process to stop prematurely. To circumvent this
drawback, we rely on two ingredients:

— The emergence of stretched elements in 7" may be
postponed: in the transformation of Q" into "*!
(practically, that of 77 into 7+! via (24)), only the
values of 6" on the boundary I'" determine the new
domain Q"' in the numerical framework, the values
of 8" inside Q" are only used to relocate the internal
vertices of 7. In particular, these internal values of 6"
may be chosen freely, in a way that makes 7"+! of good
quality insofar as possible, as we describe in the next
Section 3.5.

— When the quality of the mesh becomes poor, i.e. in
our context when the volume of one of its elements
becomes very small, i.e.

min ITkn| < Emesh,
=1,...,.K"

where emesh 1S a user-defined parameter (see Frey and
George 2008 Chap. 18 for more details, in particular
about other possible quality measures of a mesh,
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which could be easily implemented in FreeFem++.), a
remeshing of T" is carried out: in a nutshell,

— ‘Too long’ edges are split,

— The endpoints of ‘too short’ edges are merged,

— The connectivities of ill-shaped triangles (e.g.
nearly flat triangles) are swapped,

—  Vertices are moved,

as long as the overall quality of the mesh is improved.
See Fig. 5 for an illustration of these operations.

Fig. 5 Illustrations of the remeshing operations described in
Section 3.4: a splitting of a ‘long’ edge; b collapse of the two end-
points of a ‘short’ edge; ¢ swap of the connectivities of a configuration
of two ill-shapes triangles; d relocation of one vertex
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From the practical implementation viewpoint, this
complex series of operations is conveniently carried out
owing to the movemesh command in FreeFem++.

3.5 Extension-regularization of the shape gradient

As we have seen, our optimization procedure amounts to
a series of minimizations of functionals of the form (21),
which we generically denote by F(£2) in the present section.
We have seen in Section 2.3 that a natural candidate for a
descent direction is

0 =—¢n, (25)

where the scalar function ¢ : I' — R is the L*(I)-
shape gradient of F(£2), which is identified from the shape
derivative of this functional via (13).

Unfortunately, this choice is generally ill-suited for at
least two reasons:

(1) Strictly speaking, (25) only makes sense on the
boundary I' of the actual shape €2, while the numerical
setting requires the velocity field 6 to be defined on 2
as a whole, see (24).

(i) The L*(I) shape gradient ¢ of F(2) may be
very irregular, especially in the areas surrounding
Iout because of the change in boundary conditions
occurring there. This may cause numerical artifacts
when it comes to the mesh procedure (24); see for
instance (Mohammadi and Pironneau 2010) §6.2.4. It
is therefore often desirable to smooth the velocity field
0 on I" before performing (24).

The popular extension-regularization procedure provides
alternative ways to calculate a descent direction 6 for
F(£2) from the knowledge of the shape derivative F'(£2)(9)
while overcoming both difficulties; see e.g. Burger (2003),
De Gournay (2006), Dogan et al. (2007). The basic idea
consists in identifying a shape gradient for F(£2) from its
shape derivative F'(2)(0) (see (13)) by means of a different
inner product (-, -)y than (-, -) 2, acting on a (Hilbert)
space V of more regular vector fields, defined on 2 as a
whole. More precisely, one searches for @ € V such that for
all test functions ¥ € V,

@, ¥)v =F QW) (26)
Doing so ensures that:
F'(Q)(—0) = —(8,0)y <0,

which together with (14) guarantees that € is also a descent
direction for F(£2).

To be quite precise, in our context, we rely on the space
V={ve H Q" vr,ur. =0, Vrve LX),

where Vr f := V f — (V f -n)n is the tangential gradient of
a (smooth) function f; V is equipped with the inner product
(-, -)v defined by

VO, Yy eV, 0,9)) = yf Ae(9) : e(¥) dx
Q

+(1—y)/vpo-vr¢ ds. (27)
r

Definition (27) features two contributions, balanced by the
parameter y € (0, 1]:

— The first term in (27) is inspired by the linearized
elasticity equations. Here, A is Hooke’s law, acting on
symmetric matrices e with size d x d,

Ae =2ue + Mr(e),

where A and u are the Lamé coefficients of the fictitious
elastic material. This choice—which is widespread in
meshing (Baker 2002; Dobrzynski and Frey 2008) to
help in keeping a mesh with fine quality—is motivated
by the intuition that elastic displacements tend to induce
little compression (i.e. local change in the volume).

— The second term in (27) corresponds to the Laplace-
Beltrami operator on I'. Its role is to enforce the
smoothness of the descent direction @ on I'; see for
instance Dogan et al. 2007.

With these definitions at hand, the desired ‘regularized’
shape gradient @ is calculated by solving (26) with a
standard Finite Element method on a mesh of 2.

Remark 5 Inour implementation, the Lamé parameters A,
of the elastic material used for the extension-regularization
procedure are homogeneous over 2. Notice that the
above strategy could be easily improved by considering
inhomogeneous elasticity coefficients A, wu, for instance
coefficients characterized by a larger Young’s modulus
(which measures the resistance to traction and compression
efforts) in regions where the mesh of € has stretched
elements, so to penalize the relative compression rate they
undergo.

Remark 6 A perhaps more natural idea consists in choosing
v={ve H'®@" Viryre, =0},

with associated inner product:

(0,1/I)V=y/V0:V1/fdx+/0-¢dx,
Q Q
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where y > 0 is a ‘small’ parameter. In this context, (26)
amounts to solving the regularizing, elliptic system:

—yAO+0 =0in Q,
=0 on I[Ny U Toyt, (28)
yg—zz—d)n onTl.

However easy to implement, this choice is less efficient
than (27) insofar as it does not show the same efficiency
in preventing the emergence of stretched elements; see the
example in Section 5.3 about this point.

3.6 Calculation of the curvature

Most of the numerical methods involved in the resolution of
the shape optimization problem (3) imply the calculations
of the normal vector n and the curvature « of the boundary
€2 of a shape Q2 (see for instance Theorem 1). In practice,
these quantities are evaluated from the discrete geometry of
a mesh 7 of ©, which is not a completely straightforward
task. In this section, following (Frey and George 2008),
we describe a simple, yet robust method to achieve this
goal in the case of two space dimensions: d = 2. Similar
approximations hold in the general case, which involve
more tedious notations.

Let x; be a vertex of 7 lying on €2, and let x;_ (resp.
X;+1) be the vertex on 92 located immediately before (resp.
after) x; when 92 is oriented counterclockwise; see Fig. 6.

In this situation, the tangent vector t(x;) to a2 at x; is
calculated as:

Xit1Xi—1
1+14&i—
t(x;) =

_,
IXi 1% 11

Fig. 6 Calculation of the tangent and normal vectors to 2 from the
data of a triangular mesh
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and the unit normal vector n(x;) to 92 at Xx;, pointing
outward 2 is estimated as the rotate of t(x;):

_ [ ()
n(x;) = ( 11 (x;) )

Thence, the curvature radius r(X;) at X; is approximated
as:

1 (Xixi—l - XiX;_1

XiXi11 - X;iX;
r(x;) = - o _+£> (29)
—n(X;) - X;X;_1

4 —n(X;) - X;X; 11
and the curvature « (x;) atx; is simply k (X;) = ——
of the denominators featured in (29) equals O (it is set to 0
otherwise).

3.7 Algorithmic description of the implemented
method

We are now ready to provide a precise sketch of the shape
optimization algorithm arising from the previous consider-
ations. The brief account below follows exactly the steps of
the file main . edp of the (commented) supplied code.

1. Initialization.

—  The initial shape Q° € O, is equipped with a triangular mesh
70.

—  Select initial values for the coefficients ZO, p0 > 0 of the
augmented Lagrangian algorithm.

2. Main loop: forn =0, ...

(i) Calculate the solution (u”, p") to the Navier-Stokes system
(1) on the mesh 7" of Q" by using the material in
Section 3.2.

(ii) Calculate the solution (v", ¢”) to the adjoint system (10) or
(12) on Q".

(ili) Calculate the L2(I') shape gradient ¢" of Q >
ZL(Q2, ", b") by using Theorem 2.

(iv) Infer a descent direction 6" for Q — Z(Q2,¢",b") by
solving (26) on the mesh 7.

(v) Find a descent step t”* such that

Z(Ad+ "0 (QM), ", ") < L2(Q", 0", D) (30)
(possibly up to a small tolerance)
(vi) Move the vertices of 7" according to t”* and ":
1
X=X+ 10" (x]) (31
—  If the resulting mesh is invalid, go back to step (v), and
use a smaller value for 7,

— Else, the positions (31) define the vertices of the new
mesh 771

(vil) If the quality of 7"*! is too low, use a local remeshing as
described in Section 3.4.

(viii) Update the augmented Lagrangian parameters according to
(23).

3. Ending criterion. Stop if
”0n”L2(l"”) < Estop
Return Q".




Geometrical shape optimization in fluid mechanics using FreeFem-++

2773

4 Practical implementation of the shape
optimization algorithm

In this section, we describe the practical code used in the
numerical experiments of Section 5. In addition to the
detailed comments accompanying the sources, we focus our
discussion on the parts that should be modified for the user
to implement a different geometric or physical situation (i.e.
to change the initial shape, the objective function, the shape
derivative, etc.).

The user is supposed to have installed the free software
FreeFem++. This environment allows to solve partial
differential equations by the Finite Element method from
the input of their variational formulation via an adapted
pseudo-language. We recommend using the latest release,
although our programs work with any version above 3.42.
FreeFem++ is available at

http://www.freefem.org/ff++/,
and it comes along with a comprehensive documentation

(Hecht et al. 2005).

4.1 Organization of the repository and of the
program

Our code may be downloaded from the address:
https://github.com/flomnes/optiflow.
The main repository is organized as follows:

— The folder . /meshes contains the mesh files associ-
ated to the initial shapes of the test cases of Section 5:
meshl.mesh, mesh2 .mesh, etc.

— The FreeFem++ source code used to generate these
meshes is in the file geometry . edp.

—  As the name suggests, the file main . edp contains the
main routines of the optimization process.

Table 1 Main parameters passed on the command line

— The file macros . edp contains several useful macros;
see Section 4.3.

— The file curvature.edp gathers the routines
involved in the calculation of the mean curvature x of
shapes; see Section 4.5.

— The files run_case.sh and run_all.sh are
shell scripts containing the sample command lines
needed to launch any, or all of the proposed test cases
in Section 5.

4.2 Main parameters

The main program, written in the file main.edp, is
executed by using the command line

FreeFem++ --paraml valuel main.edp,

where - -paraml, ... are the computational parameters of
the considered test case; see Table 1.

Seven geometric settings (associated to different meshes
of the initial shape and applied boundary conditions) are
implemented in our code, corresponding to values of the
config parameter ranging from 1 to 7. The precise
command lines used to launch these examples are supplied
in the file run_case.sh. The first five configurations
correspond to the numerical results of Section 5.

4.3 Main macros

Our program relies on macros insofar as possible: it is
a convenient way in FreeFem++ to ensure that the
various operations carried out resemble their mathematical
counterparts. The shortcuts that are consistently used
throughout the implementation are stored in the file
macros . edp; see Listing 1 for a sample.

--config Number of the considered test-cases; config ranges from 1 to 7

--navsto The Stokes (resp. Navier-Stokes) system models the flow if navsto is O (resp. 1)
--tau Value of 7, initial step in the gradient descent, see (24)

--errc Value of the stopping criterion &stop

- -gamma Value of the regularization parameter y; see (27)

--beta The constraint function G(2) is Vol(R2) if beta is 1, and Per(Q2) if beta is 0.
--delta The objective J(2) is the dissipated energy (4) if delta is 1, and the least-square discrepancy (5) if delta is 0.
--binit Initial value for the penalty parameter b in (22)

--btarget Limiting value for b

--cv Desired constraint (volume or perimeter) over initial value for the constraint G (£2)
--optraff 0 for no remeshing, 1 for remeshing when necessary

--raffinit Value of the raf £ parameter used in the routines for mesh adaptation (see Section 4.8)
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1 /% Strain tensor x/
> macro EPS(u, v) [dx(u), 1./2%(dx(v)+dy(u)),
1./2%(dx(v)+dy(u)), dy(v)] // EOM

/% Jacobian matrix */
s macro GRAD(u, v) [dx(u), dy(u), dx(v), dy(v)]
// EOM

7 /% (u \cdot \nabla) V x/
s macro UgradV (ul,u2,vl,v2) [ [ul,u2] *[dx(vl),
dy(vl)] [ul ,u2]’%[dx(v2),dy(v2)] 1// EOM

Listing 1 Several macros (from macros . edp)

4.4 Definition of the geometry and of the Finite
Element setting

The meshes associated to the proposed test cases are sup-
plied in the folder . /meshes. The mesh Th corresponding
to the considered situation (i.e. associated to the actual value
of the config parameter) is read at the beginning of the
main.edp file; see Listing 2.

1 /% Load initial mesh x/

> string meshname = “meshes/mesh”+config+”.mesh”
;s cout << "Loading mesh 7 << meshname << 7 ...7;
Th = readmesh (meshname) ;

5 cout << "done.” << endl;

o cout. flush;

Listing 2 Reading the initial shape (from main.edp)

The Finite Element spaces on the mesh Th are then defined
as in Listing 3.

1 fespace Qh(Th,Pl);
» fespace Vh(Th,P2);

4+ Vh ux, uy, vx, vy, wx, wy, dux, duy, uxx,

uyy, clx, cly;
s Qh p.q, mx, dpx, dpy, dp, qq, phix, phiy,
kappa, phi, psi;

Listing 3 Definition of the Finite Element spaces and functions (from
main.edp)

These meshes may be generated using the code in the
file geometry.edp, which can easily be modified and
adapted to describe a different physical setting.

For instance, the code in Listing 4 allows to create the
mesh of the initial shape in the bend test case of Section 5.1;
see Fig. 9 (top).

4.5 Practical calculation of the mean curvature

The routines dedicated to the calculation of the mean
curvature kappa of the boundary of the optimized shape
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i /* Bend with orthogonal inlet and outlet x*/
> if (config==1) {

border in(t=0,1){x=param(0,1./3,t);

y=0;

5 label=2;};
6 border sigl (t=0,1){
7 x=circlearcx (1,2./3,pi,pi/2,t);
8 y=circlearcy (0,2./3 ,pi,pi/2,t);
9 label =3;};
10 border out(t=0,1){x=1;
1" y=param (2./3,1,t);
12 label=1;};
13 border sig2(t=0,1){
14 x=circlearcx (1,1,pi/2,pi,t);
15 y=circlearcy (0,1,pi/2,pi,t);
16 label =3;};
I Th=buildmesh (in (pp/2)+sigl (pp)
18 +out(pp/2)+sig2(pp));
19 Th=adaptmesh (Th, IsMetric=1,1./30) ;

» }

Listing 4 Creation of the initial mesh in the bend example of
Section 5.1 (from geometry.edp)

are a little involved. They are gathered in the file
curvature.edp and in principle, they do not need to be
modified.

The calculation of kappa in main.edp is then carried
out along the lines of Listing 5.

kappa=0;

> calculconnect (Th, ordre) ;

3 courbure (Th, ordre , kappa[]);
. kappa=kcx*kappa;

Listing 5 Calculation of the mean curvature in main . edp

4.6 Resolution of the flow equations

As outlined in Section 3.2, the Navier-Stokes equations are
solved iteratively thanks to the Newton method.

To achieve this, the Stokes equation is first defined as a
variational problem; see Listing 6 and Remark 4:

1 problem stokes ([ux, uy, pl, [vx, vy, q]) =

int2d (Th) (2«muxtr (EPS(ux,uy))*EPS(vx,vy) — p
* div(vx,vy))

3 +int2d (Th) (div (ux,uy)x*q)

4 —int2d (Th) (pxqxepsilon)

5 +on (3 ,ux=0,uy=0)

6 +on (1 ,ux=clx, uy=cly);

the Stokes

Listing 6 Variational system (from

main.edp)

problem for

The Navier-Stokes system is solved for the velocity and
pressure [ux,uy,p] by using the macro ns reprinted in
Listing 7. In a nutshell, the Stokes system is solved as



Geometrical shape optimization in fluid mechanics using FreeFem-++

2775

1 macro ns () {
> /* Only solve when necessary if ns has
s never been executed or if the mesh
4+ has changed since the last resolution =/
if (solvefluid) {
6 /* Initialize Newton loop with the solution of
Stokes */
stokes ;
s /x If we want to solve Navier—Stokes,
9 iterate successive Oseen problems =x/
10 if (navsto) {
1 int n;
12 real err=0;
13 cout << ”Navier—Stokes”;
14 /+* Newton Loop */
15 for(n=0; n< 15; n++) {
16 solve Oseen([dux,duy,dp],[vx,vy,qq]) =
17 int2d (Th) (2xnux*tr (EPS(dux, duy) )*EPS(vx,
vy)
18 + tr (UgradV (dux,duy, ux, uy))=*[vx,
vyl
19 + tr (UgradV (ux,uy,dux,duy))*[vx,vy
1
20 — div(dux,duy)*qq — div(vx,vy)x*dp

21 — epsilon*dp*qq)
2 +int2d (Th) (2*nux tr (EPS(ux,uy))*EPS(vx, vy
)
+ tr(UgradV (ux,uy, ux, uy))=x[vx,
vy]
2% — div(ux,uy)*qq — div(vx,vy)*p
25 — epsilon*px*qq)
2 +on(1,3,dux=0,duy=0);
28 ux[] += dux|[];
» uy [] += duy[];
0 pll +=dp[];

31 err = sqrt(int2d (Th) (tr (GRAD(dux ,duy))=*
GRAD(dux ,duy) + tr ([dux,duy]) *[dux,duy
1) / int2d (Th) ( tr (GRAD(ux,uy) ) *GRAD(ux
,uy) + tr([ux,uy])*[ux,uy]));
cout << 7.7
cout. flush;
34 if (err < arrns) break;
}
36 /* Newton loop has not converged =/
3 if (err > arrns) {
38 cout << ”NS Warning

non convergence
err = 7 << err << 7 / eps =7 K
epsilon << endl;

}

40 }

41 cout << endl;

2 /% It is not necessary to solve ns until the

mesh is moved or adapted x/
13 solvefluid = 0;
" nflsolved ++;
45

% }//EOF

Listing 7 Resolution of the flow equations (from main . edp)

an initial guess; then, if the parameter navsto is set to
1, a loop is performed during which the Oseen equation
is solved for the increment [dux, duy, dp], from which
[ux,uy, p] is updated.

4.7 Calculation of the objective function
and of the shape derivative

The considered objective function J(£2) in (3) is the energy
dissipation (4) if the parameter delta is set to 1, and a
least-square difference (5) between the fluid velocity and a
target velocity if delta is 0. These are calculated from the
macro in Listing 8.

i /¥ Objective function = weighted sum of energy
dissipation and least—square difference
with a

prescribed flow =x/
s macro J() (2xdeltasmuxint2d (Th) (tr (EPS(ux,uy))
*EPS(ux,uy)) + ((l1.—delta)/2)*intld (Th,2)
((ux—uxx)"2+(uy—uyy)"2)) //EOM

Listing 8 Macro for the objective function (from macros . edp)

Likewise, the constraint function G(£2) is Vol(f2) if
beta is 1, and Per(R2) if beta is 0; these are calculated
from the macro in Listing 9.

i /¥ Constraint function = weighted sum of
volume and perimeter x/
> macro contr(Th) (betaxint2d (Th) (1.)
3 +(l.—beta)*xintld (Th) (1.)) //
EOM

Listing 9 Macro for the constraint function (from macros . edp)

Thence, the value of the augmented Lagrangian func-
tional is calculated by means of the macro EL, reprinted in
Listing 10.

1 /* Augmented Lagrangian s/

> macro EL() (J/JO + lx*(contr(Th) — ctarget)/cO
+ b/2 x ((contr(Th) — ctarget)”"2)/(c0"2))
//EOM

Listing 10 Macro for the
macros.edp)

augmented Lagrangian (from

At each iteration of the optimization loop (see Section 4.8
below), the adjoint states [vx,vy,q] are calculated as
the solution to (10) if delta is 1 or (12) if delta
is 0. This is achieved by calling the macro adjoint
reprinted in Listing 11. Notice the presence of the navsto
variable in the variational problem for the adjoint states,
corresponding to the term induced by the non linearity of
the flow equation (1) if navsto equals 1.

The shape derivatives of the considered objective and
constraint functions J(2) and G(£2), and that of the
augmented Lagrangian L£(S2,¢,b) are then computed,
again, thanks to a set of macros defined in the file
macros . edp; see Listing 12.
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. macro adjoint () {
solve probadjoint ([vx, vy, q], [wx, wy, qql)

int2d (Th) (2#nuxtr (EPS(vx, vy))=*EPS(wx, wy)
4 —qx*xdiv (wx, wy)
5 —qq=*div(vx, vy)
6 +navstox(tr (UgradV(wx, wy, ux, uy))*[
vx, vyl+tr(UgradV (ux,uy,wx,wy))*[

VX, vy l))
7 +int2d (Th)(—4*nuxdelta=tr (EPS(ux,uy))=*EPS(wx,
wy))
s +intld (Th,2)(—(1—delta) *x((ux—uxx)*wx+(uy—uyy)
*WY) )
o +on(1,3,5, vx=0, vy=0);
10 }//EOM

Listing 11 Macro for the resolution of the adjoint system (from
main.edp)

/* Strain tensor x/

> macro EPS(u, v)

3 [dx(u), 1./2%(dx(v)+dy(u)),

4 1./2%(dx(v)+dy(u)), dy(v)] // EOM

s /* Shape derivative of the objective function
*/

o« macro 1J ()

7 (—2+deltaxnuxtr (EPS(ux,uy))*EPS(ux,uy)

8 +2*nuxtr (EPS (ux,uy))*EPS(vx,vy)) //EOM

9 /% Shape gradient of the constraint function
*/

o macro gradC () (betaxl+(l.—beta)xkappa) //EOM

11 /* Shape—gradient of the Lagrangian x/

> macro gradDF ()

13 (IJ/J0 + lxgradC/cO

14 +bxgradC+(contr (Th)—ctarget)/(c0°2))//EOM

Listing 12 Macros for shape derivatives (from macros . edp)

The shape gradient of the augmented Lagrangian on I is
then extended to the whole computational mesh using the
regulbord macro; the result of which is stored in the
variable [dpx, dpy]; see Listing 13.

. macro regulbord () {
> solve regb ([dpx, dpy],[phix, phiy]) =
int2d (Th) (gammax tr (SIG (dpx, dpy))=*EPS(phix,

phiy))

4 +intld (Th,3) (gammalxtr (gradT (dpx) )*gradT (
phix))

5 +intld (Th,3) (gammalxtr (gradT (dpy) )*gradT (
phiy))

6 +intld (Th,3) (gradDF*dotN (phix , phiy))

7 +intld (Th,4) (1./epspenxdotN (dpx,dpy)*dotN (
phix , phiy))

8 +on(l, 2, dpx=0)

9 +on(l, 2, dpy=0);

o }//EOM

Listing 13 Macro for the extension-regularization procedure of the
shape gradient (from main . edp)
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4.8 Main optimization loop : gradient descent
with line search

Last but not least, we now discuss our implementation of
the algorithm of Section 3.7 for the resolution of the shape
optimization problem (3), properly speaking.

This is achieved by means of two nested loops; see
Listings 14 and 15. The main, outermost loop, reprinted in
Listing 14, drives the update of the shape. At the beginning
of each iteration, the actual shape is stored in the mesh
Th2; then the direct and adjoint problems are solved thanks
to the macros ns and adjoint respectively (see Line 4);

i /* The algorithm stops when jj reaches jjmax
or the ending criterion is low enough x*/
> for (jj = 0; (sv > errc) && (jj < jjmax); jj
++) {
Th2 = Th; // Keep a copy of the mesh
| ns; // Solve the NS equation if needed
5 adjoint; // Solve the adjoint system
6 /* Solve the velocity extension/
regularization problem to get the
descent direction;
7 the descent direction is [dpx,dpy] =/
8 regulbord ;
9 LO = EL; // Value of the augmented
Lagrangian
10 taul = tau;

12 /+* Inner loop for line search =/

14 ** Linear seach loop: see Listing 15 below **

17 /* Maximum number of iterations has been
reached , and no decrease in the value of
the augmented Lagrangian is observed =/

18 if (kk == kkmax) {

19 cout << ”Warning : L_{n+1}>L_{n} (LO = ”
<L 7, 1 =7 1< ”7)” << endl;

20 }

/* L"2 norm of the shape gradient, used as
the ending criterion x/
2 sv = sqrt(intld (Th,3) (dpx"2+dpy~2));

24

25 /+* Print output x*/

2 r << J] << 7 7<< EL <K 7”7 7 < contr(Th) <<
TP K IKTTTKLKs vy TTKLKb T

<< minarea << endl;

28 /+* Update of the values of the coefficients
of the augmented Lagrangian x*/
29 1 =1+ b x (contr(Th) — ctarget);

31 /* Increase b if it is less than btarget =/
) if (b < btarget) {

33 b *= alpha;

34 }

cout << 7jj =7 << jj << endl;

6 }

Listing 14 Main loop of the optimization algorithm (from
main.edp)
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1 for (kk = 0;kk < kkmax; kk++) {
cout << ”"movemesh tau = "<< taul << endl;
minarea = checkmovemesh(Th2, [x + taul=xdpx,
y + taulxdpy]);

/+* Try to adapt the mesh in case one of the

triangles becomes degenerate =/

6 if (optraff) {

7 /*+ No adaptation if the minimal area is
larger than parameter minarea0 or if
we already tried remeshing 3 times in
this loop %/

8 if (minarea > minareaO || adaptcount >=3) {

Th = movemesh(Th2, [x + taul=xdpx, y +
taul xdpy]);

0 solvefluid = 1;

| }
2 else {
cout << "xx%x ADAPTMESH #*** minarea = 7
<< minarea << ” minareal = 7 <<
minareal << endl;
14 Th = adaptmesh(Th, hmax=raff , hmin=raff

/sqrt(2), ratio=1.5);
cout << 7 new minarea = 7
endl ;
16 minarea = checkmovemesh (Th2,
dpx, y + taulxdpy]);
1 solvefluid = 1;
18 kappa = 0;
9 calculconnect (Th, ordre);
20 adaptcount++;
. 1
if (adaptcount >=3) {
24 cout << “Too many consecutive mesh
adaptations. Giving up mesh
adaptation” << endl;

<< minarea <<

[x + taulx

s }

27 else {

28 Th = movemesh(Th2, [x + taulx*dpx, y + taul

*dpy 1) ;

29 solvefluid = 1;

30 }

31

2 /* Calculate the mean curvature of the new
shape x*/

33 courbure (Th, ordre, kappal[]);
34 kappa = kc * kappa;

36 /* Solve the Navier—Stokes and adjoint
equations on the new shape x*/

ns;

39 /* New value of the objective function x/

10 Ll = EL,

i taul /= 2;

12 cout << "L = " << LI << 7 / LO = 7 << L0 <<
” (variation = 7 << 100%(L1-L0)/L0 << ”

%)” << endl;

44 /+* Accept iteration as soon as the value of
the augmented Lagrangian is decreased x/

45 if (L1 < LO) {

46 break;

Listing 15 Line search in the optimization algorithm (from
main.edp)

a descent direction [dpx,dpy] from the actual shape
Th2 is inferred by using the macro regulbord (Line
8). Meanwhile, the performance L0—i.e. the value of the
augmented Lagrangian—of Th2 is calculated (Line 9).

Then, starting from the input parameter tau an
appropriate value of the time step taul is found by the
inner loop of Listing 15, which is described below.

This inner loop results in a mesh Th of the new shape;
the coefficients £ and b" of the augmented Lagrangian are
eventually updated (Line 29). This main loop stops if either
the maximum number of iterations jjmax is reached or if
the ending criterion

sv < errc

is fulfilled; see Line 23 in Listing 14 and Section 3.7.

Let us now describe the inner loop, which is nothing
but a basic line search procedure for finding a suitable
value of the time step taul; see Listing 15. This procedure
is initialized while taul=tau, tau being a user-defined
value. At each iteration of the inner loop, the current shape
Th2 is deformed along the descent direction [dpx, dpy]
for atime taul;this yields a new, ‘attempt’ mesh Th (Lines
6-30).

This shape Th is then evaluated: the flow equations
are solved on Th (see Line 37), and the value L1 of the
augmented Lagrangian associated to Th is calculated (Line
40). If L1 is smaller than the value LO of the augmented
Lagrangian of the current shape Th2, the loop ends, and
the ‘attempt’ mesh Th is accepted as the updated shape.
Otherwise, the procedure is repeated from the beginning
once the value of taul has been divided by 2.

Note that, if after kkmax=10 iterations of the line
search procedure, none of the produced ‘attempt’ meshes
Th has produced a value L1 of the augmented Lagrangian
smaller than L0, the last iteration kk = kkmax is accepted
nevertheless; the step used in this case being r/210, Th is
then very close to Th2.

One final word about remeshing is in order. If the
optraff input parameter equals 1, then whenever the
mesh of the shape is deformed, the minimum area of
an element in the tentative mesh Th is compared to the
parameter minarea0 (see Lines 6-30 in Listing 15). If
smaller, the mesh is adapted thanks to the adaptmesh
command of FreeFem++ (Line 14 in Listing 15). The
resulting mesh has edges with length comprised betwen
raff and raff/sqrt (2), where raff stems from the
raffinit parameter from the command line.

Note that, if mesh adaptation occurs, the connectivity
of the boundary has to be calculated anew by calling
calculconnect (viz. line 33), so that the routines
described in Section 4.5 may be used to calculate the
curvature of the shape (Table 2).
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Table2 CPU time for the numerical examples of Section 5

Case number Duration
1 3m24s
) 10m8s
3 4m28s
4 12m7s
5 6m43s

r Fi;‘ 3
I 1
Fout

1
3 Fout

e
Fin

—

Fin
(d)

Fig.7 Settings of the five test cases discussed in Section 5; a the bend,
discussed in Section 5.1, b the ramified structure of Sections 5.2 and
5.3, c the straight pipe with one inlet, one outlet where a least-square
criterion is considered, as studied in Section 5.4, d the dissipated
energy minimization example of Section 5.5
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5 Numerical illustrations

In this section, we present five two-dimensional applications
of the numerical algorithm presented in Section 3.7. The
geometric configurations associated to these examples are
represented in Fig. 7, and the parameters used in the
different test cases (initial parameters of the augmented
Lagrangian algorithm, target volume, etc.) are reported in
Table 3. The approximate CPU time when running each
example on a workstation with an Intel Core i5-7600T @
2.80 GHz CPU is indicated in Table 2.

5.1 Minimization of the dissipated energy in a bend

Our first benchmark example is concerned with the
optimization of the shape of a pipe with orthogonal inlet and
outlet, as depicted in Fig. 7a; see for instance (Clabuk and
Modi 1992; Borrvall and Petersson 2003). In a nutshell, this
test case answers the question:

How to build a pipe with fixed volume that spends the least
amount of energy to convey a fluid from I'j, to I'oyc?

The inlet flow is given by the parabolic profile (Fig. 8)

2
Uip (x1, X2) = <(1 —Xx2) (5 - xz) , 0) .

Starting from the initial shape Q° represented in Fig. 9 (top),
we minimize the work of viscous forces, i.e. J(2) = E (L),
as defined by (4), under the volume constraint Vol(2) = Vr,
where V7 = Vol(220), i.e. the target volume is that of Q0.
The results are displayed on Fig. 9, and the associated
convergence histories are included in Fig. 8. The dissipated

Table 3 Parameters used for the numerical examples of Section 5

‘\% I;Tg Y 70 Estop
Case 1 1 1072 1072 102
Case 2 1 1072 1072 5%x1073
Case 3 1072 1072
Case 4 1 1 3% 1073 2 x 1072
Case 5 0.97 1072 1072 102

0 bo burget  Re
Case 1 0 1 10! 200
Case2 0 107! 10! 200
Case3 0 0 0 200
Case 4 15 10! 102 200
Case5 0 102 102 200

From left to right: desired volume over initial volume, desired
perimeter over initial perimeter, regularization parameter, initial
gradient step, stopping criterion, initial Lagrange multiplier, initial
value of b, target value of b
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Fig.8 Convergence histories of 1 ‘ ‘ 0.56 ‘ ‘
(from left to right, top to bottom) 005 b JI0 —— | ‘ ‘ ‘ \Y
J(Q), Vol(Q), Z(Q, €, b) and : ‘ 054  Viarget
£" in the bend optimization 0.9 | i ‘ ‘
example of Section 5.1 085 I L1 os2 n
0.8 05 -
0.75 {
07 b [ 0.48 —
0.65 |- 0.46 i
0.6
0.44 -
0.55 : - i : :
05 S S R S 0.42 1 1 1 1 1
0 100 200 300 400 500 600 0 100 200 300 400 500 600
1 T T T 2.5 T T T
Aug. Lagrangian Lagrange multiplier
09 |t
0.85 Lo o
0.8 L |
0.75
0.5 | -
0.7
0.65 S S R S 0 1 1 1 1 1
0 100 200 300 400 500 600 0 100 200 300 400 500 600
. . A_ A_
viscous energy decreases by roughly 25% during the  yhere s = 1 =1 = ;Ci _;‘12; so that in particular wj, is

process, and as expected, the optimized design looks like
a straight pipe. It is worth mentioning that theoretical
arguments in Henrot and Privat (2010) support this
observation for a very close model.

Eventually, let us mention that this test case is fairly
insensitive to the computation parameters £° and 7, which
makes it the easiest of all five to run.

5.2 Minimization of the dissipated energy
in a ramified structure with volume constraint

Our second example is a simple model for the ramified
structure of a human lung. It can be considered as an
extension of the study in de La Sabloniere et al. (2011).

The situation is that of Fig. 7b, where incoming parabolic
profiles are imposed on each component of T'j,. More
precisely, I'j, is the reunion of four disjoint line segments;
for any of these segments, let us denote by (xlA, xﬁ“) and
(xlB , xf) the two ending points, which are assumed to be
distributed counterclockwise on I'j,. The imposed inlet flow
on the considered segment is then defined by:

B_ A
Uiy (x1, x2) = s(1 —s) (_();2 _);2 )>

TN

X —x
oriented towarh inlside Q: zuin -n < 0onTlYy.

In this context, we again aim at optimizing the energy dissi-
pated owing to viscous effects, i.e. J(2) = E(£2), under the
volume constraint Vol(2) = V7, where V7 = Vol(£2p).

The results are presented in Fig. 10, and the associated
convergence histories are those in Fig. 11. Interestingly
enough, ramifications appear in the course of the iterations
and the optimized shape is much smoother than the initial
one. These results are also in accordance with those
obtained in de La Sabloniere et al. (2011).

This example shows large mesh deformations, which
justifies the importance of using a good extension-reg-
ularization procedure, such as that introduced in Section 2.3.

5.3 Minimization of the dissipated energy
in a ramified structure with perimeter constraint

This third example arises in the exact same physical context
as that of Section 5.2 (again, see Fig. 11. The only difference
with the latter is that we now impose a constraint on
the perimeter of shapes: Per(2) = Pr, with Pr =
0.97 Per(R2°). The convergence histories of the computation
are reported on Fig. 12, and the shape at several intermediate
stages is represented on Fig. 13.
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Fig. 10 From top to bottom, successive shapes Q" at iterations n =
0,5, 240, 1000 in the dissipated energy minimization example in a

Fig. 9 Intermediate shapes 2" obtained in the bend optimization ) . X .
ramified structure with volume constraint of Section 5.2

example of Section 5.1 at iterations (from top to bottom) n = 0, 5, 100
and 500

5.4 Minimization of the discrepancy with a reference

Let us emphasize the role of the regularizing parameter velocity profile

y featured in the definition of the extension-regularization
inner product (27). In this example (as in the previous ones),
the L2(I") shape gradient of E(£2) is not smooth in the
vicinity of the transitions between parts of the boundary
bearing different types of boundary conditions (that is,  y, (x;, x2) = (x2(1 — x2), 0) (30)
the transitions between [y, [oye or I'). Therefore, if no

regularization of this gradient is applied (y = 1 in (27)), is imposed on the inlet I'j,. Our aim is to optimize the shape
mesh intersections appear within a few iterations in this of @ with respect to the least-square criterion J (2) = D(S2)
region.This phenomenon is illustrated in Fig. 14 below:  given by:

all parameters retain the same values except for y, which

is changed to 1. The mesh irregularities are caused by an  p(Q) = lu — wef|? ds, (31)
irregular shape gradient, and are not observed for0 < y < 1. Cout

Our third example considers pipes €2 in the situation
depicted on Fig. 7c, where the parabolic profile

@ Springer
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Fig. 11 Convergence histories
of (from left to right, top to
bottom) J(£2), Vol(£2),
Z(2,¢,b) and £" in the
dissipated energy minimization
example in a ramified structure
of Section 5.2

Fig. 12 Convergence histories
of (from left to right, top to
bottom) J(£2), Per(£2),
ZL(Q,¢,b) and £" in dissipated
energy minimization in a
ramified structure example of
Section 5.3
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where the reference profile ut is the velocity of the fluid,
solution to (1), associated to the same incoming flow (30),
on the reference domain ¢ defined by:

3
Qref 1= {(xl,xz) eR% 0<x < o
D fret(x1) < x2 £ free(x1) + 1,

with

1 (3
Sref(x1) = 31 (5 — X1) .

In other terms, in this test-case, the resolution of the
optimization problem (3) aims to recover the shape of the
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Fig. 13 From top to bottom, successive shapes Q" at iterations n =
0, 100, 250, 500 in the energy dissipation example in a ramified
structure with perimeter constraint of Section 5.3
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reference domain Qs from the sole knowledge of the
velocity profile uer on I'y¢. By construction, (3) has at least
one solution Q = Qf, since D(Qer) = 0 < D(R) for
all Q € O,q; however, this solution may not be unique.
Note also that, obviously, other choices are possible as far
as the reference profile u.s is concerned, but depending
on whether this choice is ‘physical’ or not, it may not
be possible to realize the latter. The above choice of wyer
ensures that D(€2) should be “small” upon convergence of
the numerical resolution of (3).

il
ity

Fig. 14 Examples of mesh deteriorations. Zooms on the upper left
corner of the intermediate shapes 2" obtained in the ramified
structure example of Section 5.3, by removing regularization (which
corresponds to choosing the parameter y = 1 in (27)). From top to
bottom, iterations n = 15, 60 and 130. This figure shows the necessity
to choose y # 1 to avoid mesh deteriorations caused by irregular
displacement fields
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Fig. 15 Convergence history of J(€2) in the least-square criterion
minimization example of Section 5.4

The considered shape optimization problem in this case
is unconstrained—i.e. no occurrence of the constraint G (£2)
appears in (3); from the numerical viewpoint, the framework
of Section 3.7 reduces to a simple gradient algorithm: b =
£y = 0 (Fig. 15 and 16).

Several intermediate shapes in the resolution of (3) and
the reference shape Qe are presented on Fig. 17, and the
corresponding one-dimensional profiles of the components
u1 and up of the velocity u of the fluid on I'oy are

0.3
0.25
NO
/

0.05 "‘Pmmmmw NE‘
Initial profile &
0 Iteration 6
Iteration 100
Reference profile o
005 | | | | | |
0 0.1 0.2 0.3 04 05 06 0.7 0809 1
0.03 T T 1
Initial profile
0.02 b Iteration 6

Iteration 100
Reference profile o

-0.01
-0.02 XX Mﬁ
-0.03 %e%m

0 010203040506 070809 1

Fig. 16 One-dimensional profiles of (top) u; and (bottom) u3 on I'gy
at several stages in the example of Section 5.4

reported on Fig. 16. These profiles get closer and closer
to their reference counterparts as the algorithm reaches
convergence, and the value of the minimized least-square
criterion D (€2) decreases to roughly 0.1% of its initial value,

Fig. 17 From top to bottom, successive shapes Q" at iterations n =
0, 6, 100 and reference shape in the least-square criterion minimization
example of Section 5.4
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Fig. 18 Boundary of the reference shape and shape at convergence in
the least-square criterion minimization example of Section 5.4

see the convergence history in Fig. 15. A close inspection
of Fig. 18 reveals that the optimized shape 2 does not
match with the reference Q¢t. This example as well as other,
unreported tests carried out using different reference shapes
Qrer show that the latter is matched properly by the result
Q from the optimization process in the region close to the
boundary oy, but that both shapes differ significantly far
from this region. This can be explained by the fact that at
low Reynolds number, the upstream flow has little influence

on the downstream flow; see Burkardt et al. (2002) for a
related observation.

Assuming that there exist more than one shape
satisfying D(2) = 0, an interesting problem would be
to find one satisfying this property while minimizing the
dissipated energy E(2) given by (4), namely:

mg%n € OuE(Q) s.t. D(Q) = 0.

The interested reader may investigate this problem for
instance with the help of the tools and program presented in
this article.

5.5 Energy dissipation around an obstacle

In our last example, depicted on Fig. 7d, a solid obstacle is
immersed in a cavity filled with a fluid, and the shapes 2
stand for the fluid domain, which is the complement of the
obstacle in the cavity. Our aim is to minimize the dissipated
energy in the cavity with respect to the shape of the obstacle,
i.e. J(2) = E(L2) with the volume constraint Vol(2) = Vr,
Vr = Vol(QY).

A very similar version of this problem is considered
in Pironneau (1973) and Bourot (1974) in the context of
Stokes flows. The same problem was later investigated

Fig. 19 Convergence histories 1 ‘ 1.49 ‘
of (from left to right, top to J/J0 \%
bottom) J(£2), Vol(2), Vtarget
Z(, £,b) and £" in the 148 o 1
dissipated energy minimization /\
example of Section 5.5 147 N N e
N—""
146 | -
145 o -
144 oot X .
0.4 . 1.43 . .
0 100 200 0 100 200
1 | | 20 T
Aug. Lagrangian rartge multiplier
095 I 7 18 ,,,,,,, SRR [ ,,,,,,,
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using more modern topology optimization techniques in
Borrvall and Petersson (2003).

In the model situation discussed here, we impose a
horizontal flow on I'j,, namely

u = wujp(xy, x2) = (1,0) on 'y,
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Fig. 20 From top to bottom, successive shapes Q" at iterations
n =5, 100, 650 in the dissipated energy minimization example of
Section 5.5

and no-slip boundary conditions are prescribed on the
boundary of the obstacle. The convergence histories
are presented on Fig. 19. The resulting shape (see
Fig. 20, bottom) is roughly similar to those obtained in
references Bourot (1974), Borrvall and Petersson (2003),
having the visual aspect of a sharp rugby ball.

Finally, let us mention that, from the numerical point of
view, this test-case is the hardest to run, since £¢ and T have
to be chosen carefully in order to avoid the collapse of the
obstacle, which would result in an invalid mesh. From a
practical point of view, this choice relies on a few trials on
very coarse meshes.

6 Conclusion and perspectives

In this article, we have presented a numerical framework
for shape optimization in the context of fluid mechanics,
consisting of well-established techniques which we have
strived to present in an elementary and pedagogical way.
The resulting strategy has been successfully applied to
several benchmark test cases in the literature; admittedly,
the techniques involved suffer from limitations, and there is
a lot of room for improvements, notably:

— As we have explained in Section 3.4, the deformation of
the computational mesh according to the shape gradient
throughout the iterations of the optimization process is a
delicate operation. Even though the heuristics described
in Section 3.5 allow to overcome this difficulty in
many cases, it may still happen that at some point the
computational mesh becomes invalid; this is especially
likely to happen when the evolving shape changes
topology (for instance, two holes merge). This stake
is a burning issue in the literature, and it calls for
other means to represent shapes numerically than by
a computational mesh, e.g. via the level set method
(Pingen et al. 2010; Challis and Guest 2009b), or the
SIMP method (Kreissl et al. 2011b). To keep a valid
mesh, the gradient step must also be limited to small
enough values, which can make convergence slow.

— The augmented Lagrangian algorithm described in
Section 3.3 is well-tailored to impose one or two
equality constraints on shapes. However, many natural
constraints are inequality constraints, and it may be
desirable to impose several of them. In such a case,
it would be necessary to rely on more elaborated
constrained optimization algorithms, such a Sequential
Linear Programming (SLP); see for instance Nocedal
and Wright (2006) about this point.

The discussed numerical examples have been imple-
mented in the FreeFem++ environment. We hope that it
proves useful to students, researchers and industrials, as a
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basis for further developments and applications, such as the
study of different geometric configurations, involving for
instance other optimization criteria and constraints.

Appendix A: Sketch of the proof
of Theorem 2

The differentiability of the solution (u, p) to the Navier-
Stokes system (1) with respect to the domain is a technical,
albeit quite classical matter, and we admit the result,
referring for instance to Henrot and Pierre (2005) for the
rigorous definition of this notion, and to Henrot and Privat
(2010) or de La Sabloniere et al. (2011) for this precise
calculation. The derivative (W', p’) of (u, p) with respect to
the domain, in the direction § € ®,4, is solution to the
problem:

—vAU + (Vu)u' + (Vu)u+ Vp' =0 in Q,

div(u) =0 in Q,
o, p)m=0 on Loy,  (32)
u =0 on Ty,
v =—(2) 9.0 onT.

Also, we only present the calculation of the shape
derivative of the functional D(2) given by (5), the
calculation being on any point easier in the case of E(2);
see de La Sabloniere et al. (2011) if need be.

Using the chain rule from the definition (5) of D(2)
yields:

D)) = / W (U = tger) d. (33)

I‘Ol.ll

The main idea of the proof consists in using the adjoint state
(Vd4, qa), solution to (12): performing several integrations by
parts allows to eliminate the unknown derivatives (u’, p’)
from the expression (33). More precisely, multiplying the
first equation in (32) by v, and integrating by parts yields

0= / (—vAU + (Vou' + (Vad)u + Vp') - vgdx
Q
= / Que@) : e(vy) — div(vy)p' + (Vu)u' - vy
Q
+(Vu)u - vy) dx —/ oW, pn-vyds
FIe)

= / Que) :e(vy) + (Vuu' - vy + (Vu)u - vg) dx
Q
(34)

where the boundary integral has vanished thanks to the
boundary conditions satisfies by (W, p’) and (vg4, qq).

@ Springer

Likewise, multiplying the first equation in (12) by u’ and
integrating by parts, we obtain:

0= / (—vAvd + (Vu)TV — (Vvpu + qu> -u'dx
Q
= / (2ve@) :e(vg) + (Vuu' - vg — (Vvgu - o) dx
Q

—/ o (Vg,qq)n -u' ds. (35)
FYe

Combining Eqgs. 34 and (35) leads to:

—/((Vu’)u-vd—i—(Vvd)wu/)dx =/ o (vq, qg)nds.
Q a0

(36)
Now using the identity
/ (Vvy) -u-u'dx = / (vg -u)(u-n)ds
Q a0
— /Q (Vu)u - vy dx, (37)
which again follows from integration by parts, (36) rewrites:
o (0(Va, ga)n-u' + (@' - vg)(u-m))ds = 0. (38)

Eventually, taking into account the boundary conditions in
the systems (1), (10) and (32) yields:

D'()(0) = (U —upr) -u'ds

l—‘out

= / (0(Va. ga)n + (u-n)vy) - u'ds
I‘Ol.ll

= —/ (0(Va, qa)n + (u-m)vy) - u'ds
r

=/(G(Vd,Qd)n+(u~n)vd)-a—u()-nds.
r on
(39)

We now use the boundary conditions u = 0 and v; = 0 on
I' to simplify this last expression. For any tangential vector

fieldt : T - RYto T, they imply that g—': = 0, and so,
using that div(u) = 0,

Ju

— - -n=0 40)
on

the same relation holds for v;. Hence (39) rewrites:
ad
D'(Q)(0) = / 2 e(van - 20 . nds.
r on

After a few algebraic manipulations based again on (40), we
eventually obtain:

D’(Q)(()):/zu e(u) : e(vy)(0 - n)ds, 1)
r

which is the desired result, and terminates the proof of
Theorem 2.
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